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responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial product, process, or service by trade
name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United States Government or any agency
thereof. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof.
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Abstract

Thisfinal technical report describes and summarizes results of aresearch effort to investigate
physicd mechanisms that control the performance of gas injection processes in
heterogeneous reservoirs and to represent those physical effects in an efficient way in
simulations of gas injection processes. The research effort included four main lines of
research:

1. Efficient compositional streamline methods for 3D flow
2. Analytical methods for one-dimensional displacements
3. Physics of multiphase flow

4. Limitations of streamline methods

In the first area, results are reported that show how the streamline simulation approach
can be applied to ssimulation of gas injection processes that include significant effects of
transfer of components between phases.

In the second area, the one-dimensional theory of multicomponent gas injection processes
is extended to include the effects of volume change as components change phase. In addition
an automatic algorithm for solving such problems is described.

In the third area, results on an extensive experimental investigation of three-phase flow
are reported. The experimental results demonstrate the impact on displacement performance
of the low interfacial tensions between the gas and oil phases that can arise in multicontact
miscible or near-miscible displacement processes.

In the fourth area, the limitations of the streamline approach were explored. Results of an
experimental investigation of the scaling of the interplay of viscous, capillary, and gravity
forces are described. In addition results of a computational investigation of the limitations of
the streamline approach are reported.

The results presented in this report establish that it is possible to use the compositional
streamline approach in many reservoir settings to predict performance of gas injection
processes. When that approach can be used, it requires substantially less (often orders of
magnitude) computation time than conventional finite difference compositional simulation.
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Executive Summary

This report describes results of research to improve the accuracy of predictions of the
performance of gas injection processes. Research was conducted in four areas:

1. Development of compositional streamline simulation methods for fast, accurate
prediction of the performance of gas injection processes in heterogeneous reservoirs,

2. Analytical solutions for one-dimensional flow of multicomponent mixtures,

3. Experimental investigation of the fundamentals of three-phase flow applicable to gas
injection process, in particular, the impact of low interfacia tensions between two
phases in the presence of athird phase, and

4. Experimental and theoretical investigation of the limitations of streamline simulation
methods, especially the effects of gravity segregation and capillary crossflow.

In Chapter 2, we demonstrate the use of one-dimensional (1D) analytical solutions for
two-phase, multicomponent flow in combination with streamline simulations. While this
approach is limited to problems in which initial and injection compositions are constant, the
simulations require orders of magnitude less computation time than conventiona finite
difference simulations, and they are less subject to the adverse of numerical dispersion. For
calculations that involve more general injection and initial conditions, we report results of a
detailed investigation of the use of numerical solutions for the 1D flow problem along each
streamline. Severa higher order methods for solving this problem are evaluated. They show
that it is possible to design numerical methods for the 1D solution along streamlines that are
more accurate and more efficient than are conventional finite difference schemes. We aso a
describe and demonstrate an operator splitting approach to alow handling of gravity
segregation in compositional streamline simulations. We show that compositional streamline
simulation can be used to investigate condensate vaporization processes, and we demonstrate
that the approach is sufficiently computationally efficient that the uncertainties associated
with permeability variations can be evaluated with multiple smulations. Finally we show
that remapping of streamlines can be a significant source of error in streamline simulations,
and we describe improved methods for mapping streamlines that reduce those errors.

In Chapter 3, we extend previous research to solve the general problem of automatic
generation of 1D solutions to multicomponent two-phase flow including effects of volume
change on mixing. We also demonstrate how to obtain analytical solutions for displacements
in which two-phases are present initially in the porous medium, and we apply that technique
to obtain analytical solutions for condensate displacements.

In Chapter 4, we report results of an extensive investigation of three-phase flow. In
multicontact miscible or near-miscible displacements the interfacial tension (IFT) between
the oil and gas phases can be low, while at the same time the IFT for the gaswater and
oil/water pairs of phases remain much higher. We report phase compositions, phase densities
and viscosities and interfacial tensions for two analogue oil/water/alcohol systems used to
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examine the impact of low IFT on three-phase relative permeability. Results of extensive
experiments in water-wet and oil-wet unconsolidated porous media and in Berea sandstone
are reported. They show that reduction of IFT by about two orders of magnitude typically
causes an increase in oil relative permeability of about an order of magnitude.

In Chapter 5, we report results of experiments to investigate the scaling of the interplay of
viscous, gravity and capillary forces. Results of extensive flow visualization experiments in
two-layer porous media in vertical, horizontal, and vertical cross-section orientations
demonstrate the transitions from capillary-dominated to flow dominated by viscous or
gravity forces. In addition, the limitations of the basic approach to streamline ssmulation are
examined in two ways. First, the impact of the assumption made in constructing analytical
solutions that phase behavior can be evaluated at a constant pressure is evaluated by
comparing the analytical solutions with finite-difference compositional simulations. The
results show that the evaluation of phase behavior at constant pressure is a surprisingly good
assumption, which suggests that there are many applications where the use of analytical
solutions in streamline simulations is reasonable. In addition, two-dimensional finite-
difference smulations are compared with basic streamline simulations to determine the
ranges of viscous, capillary, and gravity forces for which streamline simulation can be used
without representation of capillary and gravity-driven crossflow, and when the more
sophisticated forms of streamline simulation or other computational techniques are required.

The results presented in this report establish that it is possible to use the compositional
streamline approach in many reservoir settings to predict flow performance with high
resolution and high accuracy. In many of those physical situations, the streamline approach
requires substantially less computation time than conventional compositional simulation
approaches. The paralel experimental investigations also establish that low interfacial
tensions that arise in near-miscible gas injection processes increase local relative
permeability substantially over typical gas/oil relative permeabilities even when three phases
are flowing. Finally, the analysis of scaling, confirmed by experiments, delineate when the
streamline approach is appropriate and when it is not.
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1 Introduction

It is now well established that injection of gases such as CO,, methane, enriched hydrocarbon
gases or nitrogen into an oil reservoir can lead to efficient displacement of the reservoir oil if
the displacement pressure is sufficiently high. In such processes, transfer of components
from the injection gas mixture to the oil in place in the reservoir and from the oil to the
flowing gas phase creates hydrocarbon mixtures that can displace the oil much more
efficiently than does water in the portion of the reservoir that is swept by the injected gas.
When injection pressures are sufficiently high, these component transfers between phases
cause compositions in the transition zone between the injected gas and the displaced oil to
pass close to a critical point. When that happens, the local displacement efficiency is high,
and the local residua oil saturation is small. The high displacement efficiency that resultsis a
consequence of the transfer of components between phases.

At field scale, local displacement efficiency is only part of the story, however. Injected
gas will have lower viscosity than the oil being displaced, and the reservoir rocks that contain
the oil will have a wide range of permeabilities. As a result, injected gas will flow
preferentially through high permeability zones. It is the combination of local displacement
efficiency, determined primarily by compositional phenomena, and sweep efficiency
determined primarily by reservoir heterogeneity and gravity segregation, that controls overall
process performance. Accurate prediction of process performance at field scale requires,
therefore, that the combined effects of component transfers due to phase equilibrium and
flow through heterogeneous reservoir rocks be represented adequately. Standard finite
difference compositiona simulation methods can do just that, of course. Permeability
heterogeneity can be represented at the level of detail allowed by the number of grid blocks,
and phase equilibrium calculations are performed for each grid block. Very large scale, three-
dimensiona compositional simulations are rarely attempted, however, for two reasons:

1. Computations with enough grid blocks to give a high-resolution representation of
permeability heterogeneity require far too much computation time, and

2. Very large numbers of grid blocks are required to control adverse effects of numerical
dispersion.

Computations with coarser grid resolutions are possible, but accuracy may be reduced
significantly. If the effects of zones of low and high permeability are not represented
accurately displacement efficiency is likely to be serioudly in error because sweep efficiency
is often determined by the extremes of permeability, not average quantities assigned to large
grid blocks. In addition, the effects of numerical dispersion frequently reduce estimates of
local displacement efficiency for flows that are above or near the minimum miscibility
pressure. Thus, for field-scale computations, conventional finite-difference compositional
simulations are usually not feasible. Thus, what is needed for accurate, three-dimensional,
field-scale displacements is a very fast simulation method that allows both high resolution
representation of heterogeneity and accurate calculation of the effects of phase equilibrium
that are not adversely affected by numerical dispersion.
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In this report we describe research to develop improved methods for predicting the
performance of gas injection processes. The research includes several components:

e Study of analytical solutionsfor one-dimensional flow of two-phase, multicomponent
mixtures,

e Development of fully compositional streamline methods for three-dimensional
reservoir simulation

e Experimental investigation of the fundamentals of three-phase flow for gasinjection
processes, and

e Examination of the limitations of streamline methods.

In the chapters that follow, we describe in some detail the research conducted over the
last three years. Chapter 2 of the report describes the effort to develop fully compositional
streamline ssimulation techniques. There are two major parts to this work. The first part
describes ways to solve the one-dimensiona flow problem that applies along streamlines.
We describe methods to obtain the solution analytically (for constant initial and injection
compositions) and numerically. In particular, we examine the use of higher order methods to
limit the numerical dispersion that arises in the commonly used finite difference approach to
solving this problem. In addition, we demonstrate the use of those solution techniques in
example simulations for heterogeneous reservoirs, including condensate vaporization. We
also describe a method for including the effects of gravity in compositional streamline
simulation.

In Chapter 3, we describe experimental work to investigate the fundamentals of three-
phase flow in gas injection processes. When these processes are conducted at pressures high
enough that the displacement is nearly multicontact miscible, the interfacial tensions between
two of the three phases will be low. The experimental work conducted is based on the use of
analogue oil-water-alcohol systems, chosen so that interfacial tensions could be controlled
carefully to aid interpretation of the experiments. The measured properties of the three-phase
systems are reported, and the results of three-phase relative permeability experiments are
presented. In addition, results of a series of experiments to investigate the scaling of
crossflow, which is not represented in streamline calculations are reported. These
experiments help to reveal when it is and when it is not appropriate to use streamline
methods for flow prediction.

Chapter 4 reports results of an analysis of the impact of crossflow, the transfer of material
across streamlines. These effects are not represented in streamline methods, so it is
important to delineate when it is appropriate to use streamline methods and when effects of
crossflow are large enough that it is better to use another technique.

The results presented here suggest that in many situations, streamline methods can be
used to conduct field-scale reservoir simulations for displacement processes that are
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inherently compositional. In addition, it is clear that the streamline simulation approach is
orders of magnitude faster than conventional finite-difference simulation approaches, and it
is less subject to the numerical errors often referred to as numerical dispersion. The
streamline approach, therefore, alows high resolution, field-scale computations for
compositional gas injection processes that simply cannot be performed by other available
methods. Thus, the results reported here describe significant new tools for simulation of the
performance of gas injection processes.
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2 Efficient Compositional Streamline Methodsin 3D Flow

Streamline methods offer an approach that has the potential to satisfy the requirements of
high-resolution representation of permeability variation along with representation of the
combined effects of phase equilibrium and flow. In this approach, the effects of
heterogeneity are captured by calculating the locations of streamlines or streamtubes
(Batycky, 1997; Batycky et al., 1996; Thiele et al., 1995a, 1995b, 1996, 1997; Datta-Gupta
and King, 1995), and the details of the compositional mechanisms are represented as one-
dimensional solutions to the flow equations that are mapped along streamlines (Thiele et al.
1995b, 1997). In many flows, the positions of streamlines change slowly, and hence the
streamlines need not be updated frequently. Streamline calculations for such flows can be
orders of magnitude faster than the corresponding finite difference (FD) compositional
simulations because the computationally expensive calculation of the pressure field (from
which streamlines are determined) is performed relatively infrequently (in contrast with FD
methods which do so each time step).

Most compositional streamline calculations performed to date have used numerical
simulation for the solutions along individual streamlines. Use of analytical solutions for the
1D compositional flow problem has been limited by the fact that until recently solutions were
available only for systems with a limited number of components (usually three or four) and
by limitations on streamline updating. Jessen et al. (2001) demonstrated an algorithm with
which analytical 1D solutions can be obtained for systems with an arbitrary number of
components in the gas or the oil, though the systems considered were limited to those in
which components do not change volume as they transfer between phases. The restriction on
volume change has recently been relaxed allowing for general application of the anaytical
1D solver to streamline simulation as outlined in the following sections.

2.1 Analytical 1D solutionsin compositional streamline simulation

Performance evauation of miscible and near-miscible gas injection processes can be
assessed through conventional finite difference (FD) compositional simulation. However,
low-resolution compositional simulation is adversely affected by numerical dispersion and
may fail to represent geological heterogeneities adequately, and high-resolution simulation is
too expensive in computation time. The number of components can be reduced but at the
price of less accurate representation of phase behavior. Hence, the use of FD simulators in
such studies is subject to limitations that can be quite significant in some field settings.

To close this gap, we propose a method combining the use of an analytica one-
dimensional (1D) dispersion-free solution for multicomponent gas injection with a
representation of flow along streamlines to capture the effects of heterogeneity. The 1D
analytical solver allows any number of components to be present in the injected gas as well
as in the reservoir fluid and includes the effects of volume change on mixing. The current
work is based on a 3D field-scale streamline simulator (3DSL) developed at Stanford
Universityl. 3DSL has been modified to use dispersion-free analytical 1D solutions to
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propagate compositions aong the streamlines. Simulation examples in 2D and 3D
heterogeneous porous media are reported to demonstrate the potential speed-up of
compositional simulation by the use of analytical solutions in combination with streamlines.
We demonstrate that the CPU requirement is reduced by several orders of magnitude
compared to conventional FD compositional simulation, even for problems with modest grid
resolution.

2.1.1 Mathematical model

In this section we derive the equations that are required to trace streamlines in a 3D
heterogeneous porous media. The conservation equations for multicomponent multiphase
flow can be written in terms of molar compositions and densities as

Mp
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where ¢ is the porosity, p, is the molar density of phase j, X; is the mole fraction of
component i in phase j, § isthe volume fraction of phase j, u; isthe velocity of phase| and gs
represents source/sink terms within the domain. The velocity of phase j can be expressed by
Darcy’'slaw

K, d
u=-K=2VP ,u=3u (2.2)

where w is the total velocity, K is the permeability tensor, k;; is the relative permeability of
phase |, 4 is the viscosity of phase | and P; is the pressure in phase j. In the examples
discussed here we neglect the effects of compressibility and gravity for the purpose of
solving for the pressure/velocity field. A summation over all componentsin Eq. (2.1)
combined with the assumption that p remains constant leads to the governing volume
bal ance equation for incompressible flow

\ Uy = Qs (23)

Neglecting capillary effects (Pi=P;) and introducing the total mobility 4, the velocity
vector can be rewritten as

ut = -K(4VP) (2.4)
with 4; given by
n .
A=Y (2.5)
j=LH |

Substitution of EQ.(2.4) into EQ.(2.3) leads to the governing pressure equation for
incompressi ble multicomponent multiphase flow in a porous medium

V-K(A4VP)=-q, . (2.6)
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Eqg. (2.6) can be solved by a standard finite difference approach as outlined by Batycky
(1997) to obtain the pressure field. Given the pressure field, the face velocities of each
gridblock can be evaluated. See Batycky (1997) for further details.

2.1.2 Timeof flight formulation and coordinate transformation

The time of flight (Pollock, 1988; Datta-Gupta and King, 1995) is the time required for a
particle to travel from a reference location (often taken at an injector) to a given location s
along a streamline. The time of flight can be evaluated by the integral

9= 2 ar @7
o lu
Eqg. (2.7) allows the following coordinate transformation (Blunt et al. 1996)
d 0
|gt|—=gt-V=¢a— (2.8)
S T

The key idea behind streamline-based simulation is to decompose the 3D-flow problem
into a sequence of 1D displacements along streamlines. To do that we need to transform the
component conservation equation from Cartesian coordinates to the time of flight coordinate
by the use of Eq. (2.8). Eq. (2.1)
can be rewritten in terms of the overall molar concentration (G;) and the overall molar flux
(H;) of component i

¢%+V-(QtHi)=O, i=1..,n, (2.9)
with

& & 2.10
H =u,> %0 GF%"UPJ'SJ' (2.10)
i=1 1=

where uq is the dimensionless velocity scaled with respect to the injection velocity and fj is
the fractional flow of phase j. The second term on the left-hand side in Eq. (2.9) can be
expanded to

V-(uH,)=uVH, +HVy, (2.11)

Assuming that the effect of compressibility on the velocity field is negligible, the second
term on the right-hand side of EqQ. (2.11) drops out and Eq. (2.9) can be rewritten as

1.0y g

¢%+gt-VHi:0, i=1.,n (2.12)

With application of the coordinate transformation outlined in Eq. (2.8), the final form of the
conservation equations along a streamline is
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Given constant initial and injection conditions the conservation equations of Eq. (2.13)
constitutes a Riemann problem for which the solution is self-similar; the solution can be
reported in terms of the dimensionless ratio of independent variables (Ay = ).
Consequently, any self-similar 1D-displacement problem that can be mapped aong
streamlines to describe the flow of multiple components in a 3D heterogeneous porous
media.

2.1.3 Tracing streamlines

Streamlines are curves in the domain of the porous media along which every point is tangent
to the velocity field at a specific time (Bear, 1988). Hence, knowing the velocity field allows
us to trace the streamlines along which to propagate analytical 1D solutions for any given
multicomponent displacement problem. The approach for tracing streamlines in 3DSL use
here is based on the work of Pollock (1988), assuming that the total velocity varies linearly
within a given gridblock.

In 3DSL, streamlines are traced from injectors to producers taking advantage of the
properties of an incompressible velocity field. A number of streamlines, specified by the
user, are launched of the grid faces of the gridblocks containing an injector. A given
streamline is traced forward from the injector by calculating the locations of entry and exit in
the next gridblock, assuming linear variation of the velocity with in each gridblock. The
increment in the time of flight is recorded by

Ty =Ty +AT, (2.14)

where A7 is the incremental time of flight through gridblock i. This procedure is repeated
until a producer is reached at which point zy isthe time it would take a particle to travel from
injector to producer along the given streamline, provided that the pressure field remains
constant. Each gridblock must be assigned a time of flight for the purpose of mapping the 1D
solutions on to the pressure grid as discussed in the following section. As severa streamlines
may pass through the same gridblock an averaging scheme must be introduced (Batycky,
1997):

- 3 (2.15)

where
, i et (2.16)
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214 Mapping 1D analytical solutionsto streamlines

The mass conservation equations for multicomponent, dispersion-free two-phase flow in one
dimension are written as

?+%:O, i=1,..,n, (2.17)
with T o
_ Unt g2 (2.18)
T L

where uiy; isthe injection velocity, t isthetime, ¢ isthe porosity, L is the overall length of the
porous medium and z is the distance from the inlet. Solutions to Eq. (2.17) are self-similar
provided constant initial and injection conditions and are constructed by the method of
characteristics (MOC). For the 1D problem, the self-similarity variableis given by

L LS T (2.19)
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The analogy between the time of flight 7 along a streamline and the time required to
reach a specific point in the 1D solution 7 iS evident. Hence, no additiona transformations
are necessary for mapping analytical 1D solutions along streamlines. The solution to EQ.
(2.17) gives the variation of in overall composition and related properties such as saturation
and total mobility as a function of the wave velocity Am.c. Knowing the time of flight in a
given gridblock alow usto assign an overall composition to that gridblock. In other words, if
the time of flight in a gridblock equals 1 and the real time t equals 2, the gridblock is
assigned the properties of the anal ytical solution corresponding to awave velocity of 0.5.

2.1.5 Streamline simulation using an analytical 1D solver

As in any simulation, 3DSL starts of by assigning a total mobility to al active gridblocks,
based on initial conditions of the porous media in question. The next step is to solve for the
pressure field and subsequently evaluating the velocity field. Given the velocity field, a
specified number of streamlines can be traced and the time of flight for each gridblock can be
determined. In the current approach the analytical solution is then propagated aong the
streamlines from t = 0 to t+At and each gridblock is assigned a new overall composition
based on the weighting scheme

_ Sanac()
i = i=1 3
2.Azq

where g is the flux associated with streamline i. Gj(4) is the overall molar concentration of
component j corresponding to the value of the self-similarity variable 4; (#/t) in the specific

(2.20)
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gridblock. The flux associated with a given streamline is evaluated by dividing the total flux
from the gridblock face, where the streamline is launched, by the total number of streamlines
launched from the block face.

As the injected gas invades the porous medium, the mobility distribution changes. The
change in mobility distribution resultsin a varying pressure field and consequently causes the
streamlines to change locations. Hence, it is necessary to update the pressure field
periodically to account properly for mobility contrasts between the injected fluid and the
reservoir fluid. However, in displacement problems where the flow is dominated by
heterogeneities (preferential flow paths) the streamlines change only dlightly over time
reducing the number of pressure solves needed to predict the sweep properly. When a
pressure solve is required, the updated overall gridblock compositions are used to evaluate
the gridblock mobility, and the trace of streamlines and propagation of fluids along the
streamlines are repeated for the next time step. An assumption of the current approach is that
the time step from t to t+ 4t can be approximated by a time step from t = 0 to t+4t. In the
following section we demonstrate that this assumption results in good agreement between
streamline simulations and conventional FD simulations, at least for the examples considered
here.

2.1.6 Simulation examples

To demonstrate the combination of analytical 1D solutions with streamlines to evaluate
displacement performance of miscible gas injection processes in a heterogeneous porous
media we report two examples:

e 2D 100x10 gridblock areal displacement with horizontal wells.
e 3D 50x50x10 gridblock with vertical wells.

In the two examples, phase equilibrium calculations were performed using the Soave-
Redlich-Kwong equation of state, whereas the phase viscosities were calculated by the LBC
correlation, Lohrenz et al. (1964). Relative permeabilities were evaluated by simple quadratic
Corey type expressions, with 0.2 residual oil saturation. In both scenarios, the reservoir fluid
initially in place was represented by a 15 component mixture. A dry separator gas containing
atotal of 11 components (81 mole % CH,) was used to displace the oil. Details of the fluid
and relative permeability functions are reported in Jessen et al. (2001) At the given reservoir
temperature of 368K the minimum miscibility pressure (MMP) is predicted to ~365 atm.
(Jessen et al., 2001)

21.6.1 Two-dimensional example

In the first example we displace the oil by injecting gas at a fixed rate over the entire length
of an areal slab. The initial pressure in the reservoir is fixed at 365 atm to ensure that the
displacement is near the MMP. Qil is produced at the other end of the dlab at a fixed bottom
hole pressure of 360 atm. The displacement process was modeled by three different
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approaches: (1) the finite difference based simulator Eclipse 300, (2) streamlines combined
with a dispersion-free analytical 1D solution, and (3) by combining streamlines with a
dispersed (100 gridblocks) numerical 1D solution. The predicted recoveries and gas to oil
ratiosare givenin Fig. 2.1.
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Fig. 2.1: Total oil production (OPT) and gasto oil ratio (GOR) as afunction of total gas
injected (GIT). (1) E300, (2) analytical 1D solution (MOC) and streamlines (SL), (3)
dispersed 1D numerical solution (FD100) + SL.

Fig. 2.1 shows that the recovery predicted by E300 is dlightly lower than the equivalent
streamline simulation using a dispersion-free 1D solution, whereas the streamline simulation
using a numerical 1D solution (dispersed) isin excellent agreement with E300. Thisis due to
the effects of numerical dispersion in E300 (Jessen et al., 2002). The effects of numerical
dispersion are more clearly demonstrated in Fig. 2.2.
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Fig. 2.2: Saturation distribution after 0.4PV1: (1) E300 (top), (2) MOC+SL (middle) and
(3) FD100+SL (bottom). CPU requirements. E300 404 sec, 1D+SL.: 5 sec.

Fig. 2.2 shows a snapshot of the displacement process in terms of the saturation
distribution at t = 400 days. Comparison of the saturation maps from the three simulations
indicates that the FD simulation predicts lower local displacement efficiency of the miscible
injection process. Numerical dispersion smears out the displacement front resulting in a later
breakthrough and a better areal sweep, but with reduced local displacement efficiency in the
swept zone. As we add dispersion in the 1D solution to be mapped along streamlines, the
saturation distribution approaches more closely that of the E300 simulation. The areal sweep
is dightly different, however, due to the fact that viscous cross-flow is not fully captured by
the streamline approach (though in this case, at least some of the crossflow predicted by
E300 is the result of numerical error). The CPU requirement for the FD and the SL
approaches are very different. Using the approach streamline offers a speed-up of about 80,
nearly two orders of magnitude, even for this small computational grid of 1000 grid blocks.
Speed-ups for larger grids would be greater.
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21.6.2 Three-Dimensional Example

In the second example we displace the reservoir fluid in a 3D formation corresponding to a
quarter of afive spot pattern. The injector and producer are completed over the entire column
of the formation. The initial reservoir pressure isfixed at 365 atm, and the gasisinjected at a
fixed rate of 0.001 PV/day. Qil is produced at a fixed bottom hole pressure of 360 atm. The
version of the streamline code used for this example does not include gravity. Hence, for the
purpose of testing the use of analytical 1D solutions with streamlines and for studying the
effects of viscous cross-flow and numerical dispersion, we neglect gravitational forces. Total
oil production and GOR predicted by E300 and SL simulation for this displacement process
areshown in Fig. 2.3.
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Fig. 2.3: Total oil production (OPT) and gasto oil ratio (GOR) vs. total gasinjected
(GIT). (1) E300, (2) MOC+SL, (3) FD100+SL and (4) FD50+SL.

The 3D-displacement process summarized in Fig. 2.3 shows behavior similar to the 2D
example. The recovery of oil in place predicted by the E300 simulation is somewhat lower
than what is predicted by the MOC+SL method, the result of the better local displacement
efficiency in the streamline simulation. Again, as we add dispersion to the 1D solutions
(FD100 = 100 and FD50 = 50 gridblocks) used in the SL simulations, the predicted oil
production and GOR approaches more closely the result of the E300 simulation. Saturation
distributions after 200 days of injection are shown in Fig. 2.4 for (a) streamline simulation
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using adispersed 1D solution (FD50) and (b) E300.

Fig. 2.4: 3D simulation. Saturation distribution after 200 days of injection: (a) E300 and (b)
FD50+SL. CPU (2 PVI): E300 = 2083 min, 1D+SL = 2.55min.

Fig. 2.3 and Fig. 2.4 indicate that the numerical dispersion in E300 smears out the
displacement front, resulting in alater breakthrough and lower GOR but ultimately in alower
overal recovery. The advantage of using streamlines for compositional simulation is more
evident in this example. For this relatively small problem, compared to field scale, the speed-
up is close to three orders of magnitude.

2.1.7 Discussion and conclusions

In the previous sections, results from combining analytical dispersion-free 1D solutions with
streamline simulation have been presented. The major assumption of this work is that the
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time step from t to t+At is approximated accurately by atime step from O to t+At. If the flow
in a displacement process is not dominated by gravity, this assumption appears to be an
excellent approximation. However, for displacements where gravity plays an important role
and components move in directions not aligned with the streamlines, the assumption cannot
be expected to provide accurate results. For gravity-dominated flow, the assumption of
constant initial and injection conditions used to generate the analytical 1D solutions needs to
be relaxed. For gas cycling in condensate fields the effects of gravity are less significant than
for oil/gas problems, and the suggested approach is expected to produce accurate results at
significantly reduced CPU time requirements.

The examples and analysis presented in this section establish that:

1. Dispersion-free 1D solutions to multicomponent gas injection problems generated by
the method of characteristics can successfully be combined with streamline methods
to predict the performance of a given multicomponent gas injection process.

2. For studies of displacement processes with low impact of gravitational forces the
technology is now available for using compositional streamline simulation. Possible
speed-ups of 2-3 orders of magnitude relative to conventional FD simulation are
available, for small grids of 100 to 25,000 grid blocks. Larger speed-ups will be
observed for larger grids.

3. Compositional streamline simulation using dispersion-free 1D solutions offers a
limiting case solution to gas displacement processes. Conventional finite difference
simulations offer another (dispersed) limiting case.

2.2 Numerical 1D solutionsin compositional streamline simulation

In section 2.1, gas injection was simulated by a streamline method using one-dimensional
(1D) method-of characteristics (MOC) solutions along streamlines. Here we investigate a 1D
finite difference solver that can also be used to propagate compositions along streamlines.
Finite difference schemes improve the range of applicability of streamline simulation but are
computationally more expensive and are subject to the errors that arise from numerical
dispersion. Our focus here is on finding high order accurate finite difference schemes that are
as efficient as possible.

MOC solutions provide fast, accurate representation of the interaction between phase
behavior and two-phase flow for multicomponent displacements. The MOC-streamline
method was shown to have good potential for predicting the performance of gas injection
processes. This method, like other simulation techniques, has limitations. One important
assumption required to apply the MOC theory is that compositions along streamlines are
initially constant. While this assumption is often reasonable at timet = 0O, it isnot valid when
streamlines are updated to account for changes in mobility or well status. To satisfy the
assumption that initial conditions are constant, compositions must be mapped to the updated
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streamlines at time t = O rather than at the current time t,. Compositions are then moved from
timet = O to time ty+ At along the new streamlines. Finite difference schemes are not limited
by constant initial conditions. Compositions can be mapped to the new streamlines at time t,
and advanced to time t,+At. The restarting of compositions at time t = 0 when streamlines are
updated is a potential source of error in the MOC streamline algorithm. The magnitude of the
error is related to the difference in position between new and old streamlines. For flow
systems that are dominated by heterogeneity, streamlines may move little, and the MOC
streamline is reasonable. For systems dominated by other mechanisms such as gravity and
changing well conditions, however, the approach is unlikely to be appropriate.

In this section, we investigate high order finite difference schemes for compositional
simulation. Results presented for one-dimensional (1D) gas injection problems suggest that a
third order, essentially non-oscillatory scheme is more accurate and efficient than first order
methods and is more robust than traditional total variation diminishing schemes. We
investigate also the use of adaptive mesh refinement (AMR) to further improve the efficiency
of high order schemes. Preliminary results indicate that the savings in computation time with
AMR can be significant for compositional problems. Our 1D results can be extended to three
dimensions through conventional finite difference approaches but we are applying them in
our compositional streamline simulator.

2.2.1 Motivation and overview

We consider high order upwind schemes for accurately and efficiently modeling two-phase,
multicomponent flow. We investigate 1D gas injection problems to focus on the interplay of
flow and phase behavior for multicomponent systems. Our goal is to determine methods that
capture the effects of phase behavior by accurately propagating solution frontsin 1D. Our 1D
results easily can be applied to 3D by conventional approaches or through the use of
streamline methods. We plan to use streamline methods because the extension of our 1D
schemes is straightforward and because streamline simulation combined with high order
methods is a potentially efficient means of accurately modeling 3D gas injection processes.
The transfer of components between gas and oil phases determines the displacement
efficiency of gas injection processes. To model this transfer, compositional simulators
perform flash calculations at each time step to determine the partitioning of components
between phases. We seek high order schemes that capture the effects of phase behavior on
flow with a minimum number of flash calculations. In particular, we seek schemes that
accurately model multicontact miscible and near-miscible displacements. In such cases
where phase behavior is strongly coupled to flow, first order methods fail to predict recovery
accurately on practical grids. On finer grids, the computational cost due to flash calculations
is prohibitively high for use in 3D simulations. We are interested in methods that perform
well using coarse grids and fluid descriptions with enough components that phase behavior
can be represented with good accuracy. We investigate also the use of adaptive mesh
refinement (AMR) to further reduce the number of flash calculations performed and to offset
the cost of including more components.

We begin in the next section by considering two-phase, three-component systems with
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constant equilibrium K-values. We study these systems because they are the ssimplest systems
that exhibit the essential features of multicomponent behavior (Johns and Orr, 1996). After
analyzing the behavior of first and higher order schemes in this setting, we perform tests
using a more complicated thermodynamic model and additional components. In all cases, we
test our methods on Riemann problems for which analytical or semi-analytical reference
solutions are available (Dindoruk, 1992; Wang, 1998). The reference solutions provide an
ideal means to validate and analyze numerical schemes for two-phase flow.

High order schemes for the solution of hyperbolic conservation laws have been an active
area of research for the past few decades. Many methods of increasingly high order have
been proposed, particularly for solving the Euler equations of gas dynamics. Among the
most popular are total variation diminishing schemes (TVD), essentially non-oscillatory
schemes (ENO) and, more recently, weighted-ENO schemes (WENO). LeVeque (1992) and
van Leer (1979) describe TVD schemes. Harten et al. (1987) introduced the ENO
reconstruction that uses an adaptive stencil to achieve third and higher orders of accuracy.
WENO schemes improve upon the order of a base ENO scheme by using all of the
information in a given stencil (Jiang and Shu, 1996).

TVD methods have been used in the petroleum literature by severa authors (Rubin and
Blunt, 1991); Peddibhotla, 1997). Chen et al. (1991) used a TVD scheme and a third order
ENO scheme to reduce grid orientation effects in two dimensions. The extension of high
order methods to compositional problems is nontrivial due to the strong, nonlinear coupling
of the advection equations, and also because multicomponent systems are only weakly
hyperbolic. Thiele and Edwards (2001) applied TVD schemes to compositional simulation.
Their results sparked our interest and began our investigation into the behavior of high order
schemes for multicomponent problems. Our approach is similar to theirs, but we have tested
a wider range of schemes and make use of reference solutions that have only recently been
made available (Jessen, 2000; Ermakov, 2000). We focus initially on ssmpler systemsto gain
an understanding of multicomponent problems that motivates treatment of more complicated
systems.

We have tested and analyzed several versions of TVD schemes, a third order ENO
scheme, and third and fifth order WENO schemes. High order Runge-Kutta (RK) time
integration is used in each case to equate temporal and spatial errors. In future work, we will
optimize time stepping schemes. Our ENO and WENO schemes perform favorably compared
to first order methods on a variety of Riemann problems that are strongly effected by phase
behavior. Our third order ENO scheme is more robust than TVD schemes and maintains
better accuracy than WENO schemes near points where the solution is weakly hyperbolic.
For miscible and near miscible cases our ENO scheme offers significant improvement in
solution quality versus first order, single point upstream schemes (SPU). High order schemes
allow for much coarser grids than the SPU scheme and hence require fewer flash calculations
to produce accurate solutions. The computational time saved on flash cal culations outweighs
the costs associated with higher order, especially when high order schemes are used in
conjunction with AMR.

Three-dimensional (3D) gas injection is a challenging compositiona problem because the
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flow is dominated by phase behavior, reservoir heterogeneity, gravity and compressibility.
Streamline methods can efficiently model flow through heterogeneous reservoirs (Thiele et
al., 1997; King, 1998). Bradtvedt et al. (1996) provided an extension to include gravity in the
streamline agorithm by means of operator splitting. Their operator splitting technique is
well-established and well-tested (Batycky et al., 1996). Compressibility has only recently
been modeled in a streamline context and continues to be an area of active research
(Ingebrigtsen et al., 1999; Datta-Gupta et al., 2001). We focus here on the interaction of
phase behavior and incompressible flow. We anticipate that high order schemes will improve
our ability to predict the local sweep efficiency of gas injection processesin 3D.

2.2.2 Governing equations

The hyperbolic conservation equations for multiphase, multicomponent flow in 1D can be
written in the vector form,

a—c+—a(VDF) =0.

AR (2.21)

Here the molar concentrations of each component are given by the entries of the vector C and
the molar flux is given by the vector F. The jacobian matrix 95 has real, possibly repeated
eigenvalues so Eq. (2.21) is not strictly hyperbolic. The eigenvectors associated with
repeated eigenvalues are dependent, hence multicomponent systems can be further classified

vt

as weakly hyperbolic. The dimensionless temporal and spatial variablesare given by 7=t
and £ =¥ isthe tota flow velocity, t is the time, ¢ is the porosity of the porous media, L is
the length of the porous media and a is the distance from the inlet. Injection takes place at & =
0. The dimensionless time 7 is measured in pore volumes injected. We assume for now that
the total flow velocity and the porosity are constant. For two-phase flow, the overall
concentrations are given by,

C =Y, S+%p,(1-S), i=1..n. (2.22)
The mole fractions of component i in the gas and oil phases are denoted by y; and x;,
respectively, and nc is the number of components. We list the components in order of
ascending molecular weight. The phase molar densities are given by pg,0and 0 < S< 1isthe
volumetric saturation of the gas phase. We will also make use of the overall mole fraction,

__ G L
zi_zncc, i=1...,n. (2.23)

=10

Either C or z can be used to specify the composition of a mixture and the phase compositions
are determined by x and y. The molar flux of the componentsis given by,

F =y, f(S)+xp,(0-f(S), i=1...n. (2.24)

Ignoring gravity, the fractional flow of the gas phase is determined by the relative
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permeabilities and viscosities of the phases as,
Ko (S)

O e+

(2.25)

We use quadratic relative permeability curves kg = & and ko=(1 — S- )2 Theresidua oil
saturation S, is constant in all of our tests. For our initial tests we use a fixed viscosity ratio
Ul 1o and for more realistic tests we calculate viscosity using the LBC correlation (Lohrenz
et al., 1964).

From Egs. (2.24) and (2.25) it is clear that the flux of components does not depend
directly on the composition of a mixture but rather on the composition of the phases and their
properties. This is intuitive since components are only carried aong by flowing phases.
When only one phase is present, Eq. (2.21) reduces to an uncoupled system of linear
advection equations. When two phases form, the composition and properties of the phases
must be determined on order to compute the flux. A mixture forms distinct phases in order to
achieve local chemical equilibrium. We assume that chemical equilibrium is achieved
instantaneously due to the slow rate of flow through porous media. Information about the
partitioning of components between phases is frequently expressed in terms of equilibrium
ratios also known as K-values,

K =2, i=1..,n. (2.26)

Let g be the molar fraction of an overall composition in the gas phase. A mass balance for
each component gives

z=yp+x@A-4), i=1...,n. (2.27)

From Egs. (2.26) and (2.27) expressions can be written for the mole fractions of the phases,

Kz

4 - N4
1+ B(K, -1)°

:m i=1...,n,. (2.28)

X Yi

Since mole fractions sum to unity,

n, n, n

0=y -Sx=3 2k (2.29)

i=1 i=1 i=1 1+ IB(Ki _1).

Given the K-values for a mixture, f can be found from Eq. (2.29) by a scalar Newton-
Raphson iteration and the phase mole fractions are given by Eq. (2.28). The phase densities
are specified by an equation of state (EOS). Finally, the saturation is given by,

S
B+i:-p) (230

We will focus on ternary systems initially. To further simplify our initial tests, we will
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assume that ideal mixing occurs so that K-values are constant for an entire displacement. At
low pressures and temperatures this assumption is reasonable because K-values depend only
weakly on composition. In this case the partial molar volume occupied by a component does
not depend on composition or phase. Hence, S =  and Eqg. (2.21) can be rewritten as a
conservation of volume with volume fractions as the primary variables. Since volume
fractions sum to unity, only n¢ - 1 conservation equations are independent in this case. Fixing
the K-values for a displacement completely specifies the thermodynamic behavior of the
system. For real multicomponent systems at typical reservoir pressures and temperatures, the
K-values depend strongly on composition. The constraints that the K-values satisfy local
chemical equilibrium together with Eq. (2.29) and an EOS form a nonlinear system of n.+1
equations. This system can be solved by estimating the K-values, determining the
composition of the phases as described above and iterating on the K-values until convergence
is reached. Although convergence can be obtain even for poor initial guesses, the
convergence is typicaly slow. Newton-type iterations can be used to improve the
convergence rate. Algorithms that solve this nonlinear system for the partitioning of
components into phases are known as flash routines. The flash that we use was developed
and described by Michelsen (1998) and incorporates the Peng-Robinson equation of state
(Peng and Robinson, 1976).

2.2.3 Analytical theory for multicomponent flow

The problem of solving Eq. (2.21) with constant initial and injection conditionsis known as a
Riemann problem and can be solved by the method of characteristics (MOC). Dindoruk and
Wang first obtained MOC solutions to the Riemann problem using constant equilibrium K-
values for three- and four-component systems (Dindoruk, 1992; Johns and Orr, 1996). Semi-
analytic MOC solutions with arbitrary numbers of components were made available by
Jessen (2000). The semi-analytical approach allows phase behavior to be governed by more
complex equations of state. Recently, volume change on mixing has been included in the
general case (Jessen, 2000; Ermakov, 2000).

Like the Buckley-Leverett solution, solutions to compositional problems consist of
segments of shocks and rarefactions. The number of segments increases with the number of
components. A solution to a compositional problem can be viewed as a set of profiles and as
a single composition path in phase space. Fig. 2.5 gives two MOC solution profiles and the
MOC compositional path for a three-component vaporizing drive. The details of this test
problem arelisted in Table 2-1

The MOC solution for Eg. (2.21) is found by transforming the hyperbolic conservation
equations into an eigenvalue problem. The eigenvectors correspond to candidate directions
in phase space along which the composition path may vary. The correct composition path is
determined by requiring that the path satisfy certain physical rules (Helferich, 1981). The
eigenvalues aong the path give propagation speeds with which the solution profiles move
forward in time. Although phase space does not explicitly show the time dependence of the
solution, it lends insight into the behavior of the system that cannot be determined by
examining profiles alone. We anayze our high order schemes by comparing both numerical
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profiles and composition paths to reference solutions.

Table 2-1: Parameters and component properties used in example 1

C C Cs
Injection mole fraction | 0.90 0.10 0.00
Initial mole fraction 0.00 0.25 0.75
Equilibrium K-values | 2.50 1.50 0.05
Residual oil saturation | 0.00

Viscosity ratio, pug/po | 1/5

Pore volumesinjected | 2/3

CFL/V max 2/5
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Fig. 2.5: The analytical MOC solution is shown for a three-component vaporizing drive with
constant equilibrium K-values, K,=2.50, K,=1.50, K3=0.05.

In the example given in Fig. 2.5 the anaytical MOC solution is shown for a three-
component vaporizing drive with constant equilibrium K-values, K,=2.50, K,=1.50, K3=0.05
It illustrates important features of compositional problems. The dew and bubble point curves
of the system are drawn as well as two key tie lines that extend through the initial
composition (a) and the injection composition (f). Transitions from the single-phase regions
to the two-phase region occur as shocks (ab and ef) along extensions of the initial and
injection tie lines. We refer to these shocks as the leading and trailing shocks due to their
propagation speeds. In the interior of the two-phase region, the solution consists of short
rarefactions along the key tie lines (TL), anontie-line (NT) rarefaction connecting the key tie
lines, and a zone of constant state that appears as a single point (d) in phase space.
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Depending on the orientation of key tie lines, the NT path may consist of either a shock or a
rarefaction. The TL rarefactions need not be present for every solution. The transition point
between the initial TL rarefaction and the NT rarefaction is known as the equal eigenvalue
point (c). At this point, the propagation speeds of both rarefactions are equal. See Helfferich
(1981) and Dumore et al. (1984) for a more comprehensive description of three-component
theory. Multicomponent systems (Eq. (2.21)) are weakly hyperbolic because the eigenvectors
associated with equal eigenvalue points are not independent.

When the number of components in a system increases, the number of key tie lines
increases correspondingly. Each additional key tie line introduces an additional NT path,
zone of constant state, and possibly a TL rarefaction. The length of the shortest key tie line
determines the displacement efficiency of a drive. When all of the TL lengths are long, the
propagation speeds vary greatly along the solution path and the displacement is inefficient.
If one of the key tie lines is short, the displacement is more efficient. In the limit that one tie
line has length zero, miscibility develops and optimal, piston-like displacement is achieved
(Orr et al., 1993; Wang and Orr, 1997; Jessen et al., 1998).

2.2.4 First order scheme

MOC solutions provide fast and accurate solutions to one-dimensional gas injection
problems when the initial and injection compositions are constant. In many practical settings
these compositions are not uniform and finite difference methods provide an aternative
solution method. The conservative finite difference form of Eq. (2.21) is given by,

AT
1 1 1
Cy™ =Cy _A_§ V2P —Vier2Fcarz | - (2.31)

Cx is vector containing total moles of each component in the discrete cell k. The total flux of
components between cells k and k+ 1 is given by the total dimensionless velocity Vi 12 times
the flux vector Fy.1,. Since C™* in Eq. (2.31) depends implicitly on velocity, the velocity
must be determined by iteration as described in the appendix. As mentioned previously, in
the constant K-value case v 12 1S equal to unity for all k and no iteration is necessary. For the
first order method we reconstruct the flux at a cell face by constant interpolation of the
upwind, cell-centered flux:

n+1 n n+1
Vicrs2Fiarz = Vk Flfz-32)

Combining Egs. (2.31) and (2.32) for the constant K-value case gives the familiar single
point upstream (SPU) finite difference form:

N At
crt=cy -A—f[Fk” - Fk”_l] (2.33)

We assume that the cell width A& is uniform and choose a stable time step At according to
the relation

_cpL. A< 234
At = CFL v (2.34)
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(V-A)max 1S @ maximum propagation speed for a displacement and must be chosen to take
into account the total flow velocity, v, aswell as the eigenvalues, A;, of the Jacobian of (1). O
< CFL < 1 is the Courant-Friedrichs-Lewy number. For single phase flow, each of the
eigenvalues is equal to unity. In practice, for two-phase flow we chose the time step size by
finding an upper bound for asingle eigenvalue J;, = % corresponding to an eigenvector that
is aligned with the tie line for a two-phase composition. The bound can be obtained by
calculating the first derivative of the fractional flow over arange of viscosity ratios that could
occur in a displacement. For problems involving more than two components it is in genera
not sufficient to use only the viscosity ratio of the injected gas to the initial oil in place. The
tie-line eigenvalue is not the largest eigenvalue for all compositions in the two-phase region,
but a bound on the tie-line eigenvalue is sufficient for the other n.-1 eigenvalues as well.
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Fig. 2.6: Mole fraction profiles for the first two components and the composition path are
shown for the SPU scheme with 200 grid cells.

Fig. 2.6 gives the results of applying Eq. (2.33) to the vaporizing drive illustrated in Fig.
2.5. The first order scheme produces second order truncation errors that mimic excessive
amounts of physical diffusion or dispersion. This numerical dispersion pulls the composition
path away from the MOC path and towards the line that connects the initial and injection
compositions (Jessen et al., 2002). The error in predicting the leading shock speed is due, in
part, to the discrepancy between numerica and MOC solutions in phase space. The
eigenvalues along the numerical composition path predict that the displacement will be less
efficient than the true displacement. The locations of the leading and trailing shocks confirm
that this is in fact the case. In a sense, the SPU method captures the correct speed to the
wrong shock rather than vice versa.
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Along the injection tie line there are errors near the zone of constant state. These errors
consist of oil that is left behind due to an underestimation of the displacement efficiency of
the leading shock. There is no physical mechanism to remove this oil from the zone of
constant state so the errors change very little with time.

To confirm the origin of errors produced by the SPU scheme we reran the above test
problem taking as initial data the MOC solution at 0.067 pore volumes injected. The results
are shown in Fig. 2.7. The errors observed in the zone of constant state are reduced. This
indicates that much of the error seen in the zone of constant state accumulates during early
time steps when the solution is not well resolved on the grid. Errors in capturing the leading
shock speed are not significantly reduced in this second run. The numerical composition path
pulls back from the equal elgenvalue point despite being initialized by the correct path.
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Fig. 2.7: Results for the SPU scheme with 200 grid cells starting with the MOC solution as
initial data.

2.2.5 High order finite difference schemes

In the examples illustrated in Fig. 2.6 and Fig. 2.7, the SPU scheme failed to predict the
correct composition path and hence underestimated the displacement efficiency of the drive.
We now seek high order schemes that accurately predict compositional paths in phase space.
We aso seek schemes that are stable and robust so that they can be applied with confidence
to awide variety of compositional problems independent of the particular representation of
phase behavior being used. It is unreasonable to expect a finite difference solution to match
aMOC Riemann solution for all time with uniform grids. At early time steps, few grid cells
will be used to represent the solution and the displacement efficiency is likely to be
underestimated. This observation motivates a need for adaptive mesh refinement (AMR). For
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now, we seek methods that minimize the errors made at early time steps. After presenting
results for uniform grids, we consider AMR and show preliminary results.

High order methods for conservation laws have been an active area of research for the
past few decades. Consider a scalar version of (2.31) applied to the constant K-value case:

A
C|?+1 =Cy —A—;[Fknﬂlz - I:kn—1/2:| : (2.35)

High order methods achieve their accuracy by improving upon the approximation (2.32) to
the flux at cell faces. The straightforward use of high order interpolation to reconstruct cell-
centered variables at the cell faces leads to large oscillations near shocks. Several methods
have been proposed to achieve high accuracy without creating oscillations. We now consider
methods that fall into 3 categories: total variation diminishing methods (TVD), essentially
non-oscillatory methods (ENO), and weighted-ENO methods (WENO). We describe a flux-
based version of each reconstruction applied to (2.35).

2251  Total variation diminishing schemes

To quantify oscillatory behavior, the total variation of adiscrete solution is defined as

TV(C")=) |Ck1—CK (2.36)
TV D schemes mimic continuous conservation laws by requiring that
TvV(C™h) < TV(CM) (2.37)

The TVD reconstruction makes a correction to linear interpolation that enforces the property
of Eq. (2.37). The correction procedure is known as flux or slope limiting and is a two step
process. First a measure of the smoothness of the solution is obtained, e.g. the ratio of
successive gradients @. The TVD correction is then applied by a nonlinear limiter based on
the smoothness of the solution. Sweby (1984) gives a review of limiters. Here we mention
two popular limiters that have been used in the petroleum literature. The simple minmod
limiter

@(O)=max(0,min(1,0)) (2.38)
gives solutions that satisfy Eq. (2.37) but are typically too diffused. The Fromm limiter,

140 (2.39)

D(O)=max(0,min(2,20,

yields sharper solution profiles. In the following section we give results using the Fromm
limiter (TVD-F) and discuss our results obtained using minmod and other limiters. In TVD
schemes, Fj+ 12> depends on the fixed stencil {Fj.1, Fj, Fj+1}. The TVD reconstruction reduces
to first order at extrema of the solution where @ = 0.
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2.252  Essentially non-oscillatory schemes

The motivation behind ENO schemes is to extend the reconstruction step to higher orders of
accuracy and to maintain accuracy at smooth extrema. This is accomplished by relaxing the
TVD property of Eg. (2.37) to

TV(C™) < TV(C") +O(Ag") (2.40)

wherer is the order of the scheme. Small oscillations on the order of the truncation error are
allowed in the reconstruction but do not degrade solution quality. High order accuracy is
achieved by polynomial interpolation. Adapting the stencil of the interpolation enforces the
property of EQ. (2.40). At each cell face, r candidate interpolations are performed and the
least oscillatory interpolating polynomial is selected. We test a third order ENO scheme
(ENO-3) that reconstructs Fy.1/2 using quadratic interpolation on the stencils { Fx.2, Fik.1, Fi},
{Fx1, Fx, Frea}, and {Fy, Fre1, Fie2}. In practice, we select the best stencil by examining
divided differences. Harten et al. (1987) give details of the ENO reconstruction.

2253  Weighted ENO schemes

WENO schemes improve upon the accuracy of ENO schemes in smooth regions by making
full use of the information in a given stencil. Rather than choosing the least oscillatory
interpolating polynomial, WENO schemes use a weighted combination of al of the available
interpolations. The weights assigned to each stencil are chosen to achieve higher accuracy in
smooth regions while still enforcing Eq. (2.40). We test a third order WENO scheme that is
based on a compact three point stencil (WENO-3) and a fifth order scheme (WENO-5) that is
based on the same five point stencil as ENO-3. Jiang and Shu (1996) give the details of
choosing the weights.

2.2.6 Extension to multicomponent systems

The traditional approach to solving nonlinear systems of strictly hyperbolic equations has
been to decouple the equations by locally changing to characteristic variables (LeVeque,
1992, Harten et al. 1987). The decoupled equations can then be solved using the scalar
techniques given above. Changing to characteristic variables requires the solution to the same
eigenvalue problem discussed previoudy in the context of MOC solutions. The characteristic
approach isimpractical for compositional problems because the eigenval ue problem has only
been solved analytically for constant K-value phase behavior. Furthermore, the numerical or
semi-analytical solution of the eigenvalue problem is computationally expensive and
complicated by the weak hyperbolicity near equal-eigenvalue points. For simplicity and
efficiency we explore the possibility of using a component-wise reconstruction that does not
use a characteristic decomposition. This approach has recently been popularized by the
success of high order central schemes for conservation laws (Nessyaho, 1990; Levy et al.,
1998). Qiu and Shu (2002) give a comparison of upwind and central WENO schemes with
and without a characteristic decomposition.
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Within the component-wise framework, we consider two strategies for computing the
flux at the cell faces. The flux-based approach is to perform flash calculations and calculate
the flux at cell centers. The flux is then reconstructed at the cell faces using one of the
schemes described above. Godunov’s approach is to reconstruct first the total moles of each
component at the cell faces and then perform flash calculations at the cell faces to determine
the flux (Godunov, 1959). Thiele and Edwards (2001) recommend a third approach based on
reconstructing the saturations, densities, and mole fractions of each phase. We prefer
Godunov’s approach for the constant K-value case and use the flux-based approach when
volume change on mixing is included because our velocity iteration requires flash
calculations to be performed at cell centers. The Godunov and flux-based approaches are
identical for the first order method.

2.2.7 High order time stepping

In the previous subsections we outlined reconstructions that attain high order spatial
accuracy. If spatially high order methods are used in conjunction with first order time
stepping, tempora errors can dominate the total error. In addition to the lowering the
accuracy of the overall scheme, first order tempora errors complicate the analysis of high
order spatial reconstructions. Thiele and Edwards (2001) warn against the use of high order
gpatia reconstructions with first order time stepping for compositional problems for stability
reasons. To equate the temporal accuracy with the spatial accuracy, we use explicit,
multistage Runge-Kutta (RK) schemes. We use optimal second and third order TVD RK
schemes (RK-2 and RK-3) with our second and third order accurate reconstructions,
respectively (Shu and Osher, 1988). For our fifth order WENO reconstruction we use a
fourth order RK scheme (RK-4) (see Jiang and Shu, 1996). At each stage of an RK scheme,
we perform flash calculations and our high order spatial reconstructions. Therefore, the
computational cost of each scheme compared to the first order scheme is scaled by a factor
equal to the number of stages. Since high order methods allow the use of coarser grids, this
added cost is not severe. We use these schemes because they are simple and reliable although
other schemes may prove to be more efficient.

As mentioned previoudly, the total dimensionless velocity vp varies in space and time
when volume change on mixing is considered. As indicated in Eq. (2.31), the compositions
depend on vp implicitly. We determine vp by an iterative process (Dindoruk, 1992). We
review thisiteration and outline the modifications needed for higher order RK schemesin the
appendix.

2.2.8 Results

We have applied the methods described in the previous section to a number of three-
component test problems with constant K-values. We give results for the Godunov approach
applied to the vaporizing drive illustrated in Fig. 2.6 to Fig. 2.7 and for a condensing drive
using the same three-component system.
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We present two additional problems to test the ability of our schemes to model flow
governed by more redlistic phase behavior, including volume change on mixing. In the first
test, we displace a mixture of CH,4, C4 and Cyp with pure N,. The second test is a near-
miscible CO, flood. We again displace a mixture of CH,4, C4 and Cyo. For this second set of
test problems we use the flux-based approach.

2281 Examplel: Vaporizingdrive

The results of applying the five schemes to the vaporizing drive (Table 2-1) are given in Fig.
2.8. The high order solutions contain much less numerical dispersion than the SPU solution.
The leading shock speed is captured accurately by the TVD-F scheme, but near the equal
eigenvalue point the composition path prematurely jumps from the injection tie line onto an
incorrect NT path. The size and speed of the trailing shock are both overestimated due to
over-squaring. Over-squaring is commonly seen with TVD methods used in conjunction with
less diffusive limiters (Rubin and Edwards, 1993). The ENO-3 composition path follows the
MOC path closely. The errors in predicting both shock speeds are similar to those seen with
the SPU solution but are of smaller magnitude. Errors generated by ENO-3 in the zone of
constant state are small but oscillatory compared to SPU. The WENO-3 profiles and
composition path are more diffusive than those of ENO-3 are. Hence, errors in predicting the
shock speeds and the errors in the zone of constant state are larger for WENO-3 than for
ENO-3. WENO-5 is less diffusive and accurately captures both shock speeds. Close
inspection of the WENO-5 composition path near the equal eigenvalue point reveals small
oscillations. Fig. 2.9 gives a closer look at the numerical composition paths of each high
order scheme near the equal eigenvalue point. The ENO-3 composition path stays close to
the MOC path but errs on the same side as the SPU path. In the presence of physical
diffusion or dispersion, the true solution would aso be pulled to this side of the MOC path.
Each of the other high order methods contains errors that are not diffusive in nature. For
TVD-F, these errors are large enough to impact the solution along the entire NT path and the
zone of constant state.

2282 Example2: Condensing drive

A condensing drive is obtained for the same constant K-value system by changing the initial
and injection compositions (see Table 2-2). The NT path consists of a shock rather than a
rarefaction as seen in the previous example. The NT shock reaches the injection tie line at a
point close to an equa eigenvalue point, but the MOC composition path does not pass
directly through that point. The zone of constant state appears along the initia tie line
between the leading shock and the NT shock. Fig. 2.10 gives the results for the condensing
drive. The SPU scheme smears the NT shock but maintains arelatively sharp transition at the
leading shock. With the exception of the WENO-3 scheme, the high order schemes produce
oscillations in the zone of constant state. The magnitude of the oscillations is related to the
amount of numerical dispersion in the scheme and to the size of the stencil of the scheme. As
in the previous example, TV D-F over-squares the trailing shock and hence overestimates the
trailing shock speed. The ENO and WENO schemes accurately predict shock speeds in this
example.
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Fig. 2.8: Mole fraction profiles, gas saturation profiles, and composition paths in phase space
are given for the following schemes applied to example 1 with 200 grid cells: @) SPU, b)
TVD-F, ¢) ENO-3, d) WENO-3, and €) WENO-5.
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b)

Fig. 2.9: A close view of the numerical composition paths near the equal eigenvalue point is
given for the four high order schemes: a) TVD-F, b) ENO-3, c) WENO-3, d) WENO-5.

Table 2-2: Parameters and component properties used in example 2

Cy C, Cs
Injection molefraction | 0.10 | 0.90 | 0.00
Initial mole fraction 0.30 0.00 0.70
Equilibrium K-values | 2.50 1.50 0.05
Residual oil saturation | 0.00

Viscosity ratio, pg/ie | 1/5

Pore volumesinjected | 2/3

CFL/V max 2/5

2283 Summary for constant K-values

In addition to the results presented here, we have tested our high order schemes on
condensing and vaporizing drives for constant K-value systems with less volatile
intermediate components. Results of those tests are consistent with the findings presented
here. The TVD-F scheme over-squares trailing shocks and has a tendency to jump to an
incorrect NT path when the composition path passes through an equal eigenvalue point. The
ENO-3 and WENO-5 schemes predict shock speeds accurately. The oscillations seen in Fig.
2.10 are the largest that we have observed in constant K-value systems using the Godunov
approach. WENO-3 produces smoother solution profiles, but higher levels of numerica
dispersion compared to the other high order methods.

Results obtained with the flux-based approach are similar for the third and lower order

schemes athough shocks speeds are captured dlightly more accurately with the Godunov
approach. Oscillations generated by the flux-based WENO-5 scheme are larger than those
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generated by the Godunov approach. The flux-based WENO-5 scheme also displays a greater
tendency to jump to an incorrect NT path, although this type of error is much smaller than
seen with either the flux-based or Godunov TV D-F schemes.

If the more diffusive minmod limiter replaces the Fromm limiter in the TVD scheme,
over-squaring and errors near the equal eigenvalue point are reduced. However, the level of
numerical dispersion observed with the minmod limiter is greater than with TVD-F or
WENO-3 and shock speeds are not captured accurately. Errors with other limiters are similar
to those produced with the Fromm limiter, but the magnitude of the errors is related to the
amount of numerical dispersion allowed by the limiter.

2284  Example 3: Vaporizing N> drive

This vaporizing drive (see Table 2-3) contains an NT rarefaction; hence, the solution passes
through an equal-eigenvalue point as in example 1. The results of applying the SPU and
ENO-3 schemes are given in Fig. 2.11 and Fig. 2.12. As in example 1, the SPU scheme
overestimates the leading shock speed and smears the details of the solution within the two-
phase region. ENO-3 captures the leading shock speed and resolves the NT rarefaction and
the NT shock that occur within the two-phase region with better accuracy than SPU. The
ENO-3 composition path passes through the equa eigenvalue point without oscillating or
jumping to an incorrect path. For brevity results obtained using the other high order methods
are not given. For this problem, the TVD-F scheme again jumped from initia tie line to an
incorrect NT path. The results using WENO-3 and WENO-5 aso agree with the results of
example 1. The solution for both schemes is more accurate than TVD-F near the equal
eigenvalue point; however, small errors similar to those shown in Fig. 2.9 are noticeable with
both schemes.

Table 2-3: Parameters and component properties used in example 3

N> CH,4 Cs Cuo
Injection mole frac. 1.0000 | 0.0000 | 0.0000 | 0.0000
Initial mole frac. 0.0000 | 0.1000 | 0.2000 | 0.7000
T¢ (K) 126.25 | 19058 | 425.18 | 617.65
P. (atm) 33.537 | 45.429 | 37.463 | 20.796
Mole. Wt. (g/mole) 28.016 | 16.043 | 58.123 | 142.29
Acentric factor 0.0400 | 0.0080 | 0.2010 | 0.4900
Residual oil sat. 0.2
Visc. ratio, pg/io LBC
Pore volumesinj. 1/3
CFL/V max 1/6
Pressure 109 atm
Temp 344 K
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2.2.85

This problem (see Table 2-4 and Table 2-5) is sensitive to numerical errors since we inject at
only two atmospheres below the minimum miscibility pressure. SPU and ENO-3 solutions
are given in Fig. 2.13 and Fig. 2.14. We use 400 grid cells in this example because of the
increased sensitivity to numerical dispersion. Despite this refinement, numerical dispersion
causes the SPU solution to be far from miscible. ENO-3 predicts a much more efficient
displacement without generating oscillations. The solutions generated by TVD-F and
WENO-5 contain less numerical dispersion than ENO-3 and hence are dlightly more
accurately than ENO-3 in this example. WENO-3 captures the shock speeds less accurately.
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example 3 with 200 grid cells.

Example 4: Near-miscible CO, flood

Table 2-4. Parameters and component properties used in example 4

CO, CHg4 Cs Cuo
Injection mole frac. 1.0000 | 0.0000 | 0.0000 | 0.0000
Initial mole frac. 0.0000 | 0.3000 | 0.3000 | 0.4000
T. (K) 304.21 | 19058 |425.18 | 617.65
P: (atm) 72.857 | 45.429 | 37.463 | 20.796
Mole. Wt. (g/mole) 45429 | 16.043 |58.123 | 142.29
Acentric factor 0.2250 |0.0080 | 0.2010 | 0.4900
Residual oil sat. 0.2
Visc. ratio, pg/po LBC
Pore volumesinj. 2/3
CFL/V max 207
Pressure 110.75 atm
Temp 344 K
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Table 2-5: Binary interaction coefficients used in examples 3 and 4

CO, CH,4 C4
CH,4 0.1000
Cs 0.1257 0.0270
Coo 0.0942 0.0420 0.0080
1 0.2
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Fig. 2.12: Mole fraction profiles and gas saturation profiles are given for ENO-3 applied to

example 3 with 200 grid cells.
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Fig. 2.13: Mole fraction profiles and gas saturation profiles are given for SPU applied to
example 4 with 400 grid cells.
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Fig. 2.14: Mole fraction profiles and gas saturation profiles are given for ENO-3 applied to
example 4 with 400 grid cells.

2.2.9 Efficiency and adaptive mesh refinement

Explicit compositional finite difference schemes spend the magjority of computational time
performing flash calculations. When volume change on mixing is ignored, ENO-3 performs
three times the number of flash calculations as SPU since RK-3 is a three-stage scheme. This
added cost is not severe. Refining a grid by a factor necessitates refinement by the same
factor intime. Therefore, agrid for SPU can only be dlightly finer than a grid for ENO-3 for
the same number of flash calculations to be performed by both schemes. For the accuracy of
SPU to match ENO-3, refinement by a large factor is required. For athreshold accuracy to be
achieved, ENO-3 performs far less flash cal culations than SPU.

When volume change is included, the number of flash calculations performed by each
scheme increases due to the iteration for the total velocity. The rate of increase is greater for
SPU than for the high order schemes. Our experiments indicate that ENO-3 typically
performs around twice the number of flashes as SPU on the same grid. Exact count
comparisons are difficult to analyze because the composition paths taken by the schemes
differ significantly.

We have begun to investigate adaptive mesh refinement (AMR) to further reduce the
number of flash calculations required by high order methods. Fig. 2.15 gives AMR results
using ENO-3 on example 1.

The AMR agorithm proceeds by solving on the coarsest grid first and then correcting the
solution on fine patches where greater resolution is needed (Godunov, 1982). In this test the
number of flash calculation performed is half of the number needed to solve the problem on
the fine grid alone. We anticipate that the speedup will be greater for near-miscible problems
because solution features propagate at nearly the same speed and can be covered with few,
relatively small patches. Our preliminary results suggest that AMR will be a useful tool in
developing an efficient compositional streamline simulator.

44



o005

¢ ¢

Fig. 2.15: AMR results are shown using ENO-3 with 50 grid cells on the coarse grid and 200
grid cellson the fine grid.

2.2.10 Discussion

The ENO-3 scheme investigated in this section provides accurate solutions to 1D gas
injection problems compared to the first order scheme and our tests indicate that it is more
robust than TVD and WENO schemes. ENO-3 can be used with coarser grids than SPU and
still achieves greater accuracy. The scheme is efficient, especialy when used in conjunction
with AMR. We expect it to be practical for 3D simulation in combination with either
streamline methods or conventional 3D finite difference approaches.

In cases where the zone of constant state is located between shocks, ENO-3 may generate
small oscillations. The oscillations we have observed are similar to oscillations generated by
high order schemes for the Euler equations of gas dynamics. In Sweby (1984), this
oscillatory behavior is removed by incorporating a local characteristic decomposition. A
similar approach might work here, but we feel that it is unnecessary. Our experiments
indicate that the oscillations do not grow in time and have no impact on the prediction of
displacement efficiency.

TVD schemes can produce sharp solution profiles but our tests indicate that near equal
eigenvalue points they can oscillate and can jump to incorrect NT paths. The WENO
schemes that we have investigated show this same tendency but to a lesser degree. We feel
more confident in the ENO-3 scheme because it accurately models phase behavior near equal
eigenvalue points.
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2.2.11 Conclusions

Thetests and analysis presented here suggest the following conclusions:

1. Compositiona finite difference schemes must accurately resolve the effects of phase
behavior in order to reliably predict the displacement efficiency of gas injection
processes. Of all conservative upwind schemes investigated in this paper, the third
order ENO scheme captures the effects of phase behavior most accurately and
robustly. Due to the high cost of flash calculations, AMR combined with high order
methods is apromising tool for efficient compositional simulation.

2. Inthisinvestigation, we have focused on the spatial accuracy of our schemes. We will
optimize the time stepping portion of our agorithm in future work. We plan to apply
our 1D results to 3D through the use of a streamline method. To take advantage of the
adaptive ENO-3 scheme, improved mappings to and from streamlines will be
investigated and AMR will be extended to other stages in the streamline algorithm. In
addition, we are continuing to investigate the inclusion of gravity and compressibility
in compositional streamline simulation.

2.2.12 Appendix: Iteration for total velocity

When volume change on mixing is included in a compositional simulation, we determine the
total velocity by an iterative process. Dindoruk gives the details of this iteration for the SPU
scheme (Dindoruk, 1992). We assume that the change in vp due to a gradient in pressure is
negligible. Given compositions on a grid, compute the flux at the grid cell faces and make an
initial guess to the mixture density at the next time step. For each cell proceeding from
injector to producer do the following:

1. Compute \p at the exiting face of the cell based on the mixture density.

2. Update the total moles of each component in the cell from Eq. (2.31).

3. Flash the updated cell and calculate a new mixture density.

4. Based on the new mixture density, calculate the mass error for the cell.

If the mass error is below a certain tolerance, proceed to the next cell. If not, repeat
starting at 1) with the new mixture density. vp = 1 at the entrance face to the first cell. We use
a tolerance of 10 moles to ensure that the iteration is not a leading source of error in our
schemes although a larger tolerance may certainly be acceptable in some cases. For higher
order RK schemes we iterate at each stage to ensure that mass is conserved in our final

updated cell. The tolerance at each stage is chosen to reflect the contribution that the stage
makes to the flux for the entire step.
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2.3 Gravity segregation and compositional ssmulation

2.3.1 Introduction

Compositional streamline simulation for assessment of miscible/near-miscible gas injection
process performance has significant potential to accommodate requirements for accurate and
reliable production forecasts. These requirements include high resolution descriptions of
permeability heterogeneity and an appropriate representation of the phase behavior including
a sufficient number of components in the equation of state representation of the reservoir
fluid. The combination of high spatial resolution and sufficient compositional resolution is
needed to resolve the complex coupling between flow and phase behavior.

Conventiona finite-difference (FD) or finite-element ssimulators are presently too slow to
permit high resolution compositional simulation at field scale. However, the application of
compositional streamline simulation has so far been limited to production scenarios where
effects of gravity can be neglected. The lack of suitable methods to include gravity effects
has restricted the use of compositional streamline ssmulation to 2D horizontal displacement
problems or 3D displacement problems for fluids with alow-density contrast.

The aim of this work is to extend the area of applicability for compositional streamline
simulation by suggesting an efficient method to include gravity segregation on the list of
represented physics that control processes performance of gas injection schemes at field
scale. Numerous authors have contributed significantly to the development of streamline
simulation in general (Bommer and Schechter, 1979; Bradtvedt et al., 1992; Datta-Gupta and
King, 1995; Thiele et al. 1995a, 1995b; Bradtvedt et al. 1996; Blunt et al. 1996; Batycky et
al., 1996; Thiele et al., 1996, 1997; Batycky, 1997; King, 1998; Crane, 2000; Ichiro et al.
2003; Seto et al. 2003). We refer the reader to these contributions for detailed coverage of the
fundamentals of streamline ssimulation.

In the following sections, we start by reviewing the conservation equations for
multiphase multicomponent flows in porous media with particular emphasis on handling
gravity segregation in compositional streamline simulation. Next, we describe an efficient
approach for including the effects of gravity. We then demonstrate, through example
calculations, the accuracy of the suggested approach by comparing simulation results with
those of acommercia finite difference based simulator.

2.3.2 Mathematical formulation

In this section we present the mass conservation equations for multicomponent multiphase
flows with emphasis on including gravity segregation in compositiona streamline
simulation. If effects of dispersion are neglected, mass conservation of n. components
distributed in n, phases, flowing through a heterogeneous porous medium can be written as
(Lake, 1989)

d | "o .
¢§{j§1@jpmjsj}va{jgla%jpmgj}:0' I=1..n , (2.41)

where ¢ isthe porosity, t isthe time, @); isthe mass fraction of component i in phasej, pn is
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the mass density of phasej, § isthe gas saturation and u; is the velocity of phasej. According
to Darcy’s law, the velocity of phase j can be written in terms of the total permeability (k),
the relative permeability of phasej (k;), the viscosity (1) and the mass density (on) of phase
J

KK _
u, :—=ﬂ—J(Vp+pmj gvD), j=1..n, , (2.42)
j
where p, D and g are the pressure, depth and gravity (capillary effects are not included). For
flow problems that are strongly coupled to the phase behavior of the flowing phases, it is
more convenient to work with the conservation equations stated in terms of mole fractions
and molar densities;

¢§{C.}+V{Zp‘,>ﬁjp,»gj}=0, i=1..n, (243)
with =
C=>x%pS , i=l.n (244)
-1

where x;; is the mole fraction of component i in phase j and p; is the molar density of phase .
For convenience we introduce the overall molar flux F;,

n
Fi =u, szijpj f oi=1.,nc (2.45)
i=1
where fj is the fractional flow of phasej and rewrite Eq. (2.43) as

(2.46)

¢%{Ci}+V{Fi}:O, i=1,..n,

In compositional streamline simulation, EQ. (2.46) is decomposed into a sequence of 1D
displacement problems along streamlines (Thiele et al., 1997; Crane et al., 2000; Seto et al.,
2003). As streamlines are trgectories in space, dictated by the total velocity field,
propagation of fluids along the streamlines does not account for gravity effects driven by
differences in density between the flowing phases unless explicitly included in terms of in the
fractional flow function f;. Lake (1989) demonstrates how gravity can be included in the
fractional flow function for immiscible flows. However, including gravity in the fractional
flow function allows for negative wave velocities and hence complicates the use of otherwise
efficient upwind schemes. Another possibility is to locate phase specific streamlines as
discussed by Blunt et al., 1996.

Operator splitting is an alternative for including gravity in streamline based simulation
and has been applied successfully for immiscible flows by several investigators (Bradtvedt et
al., 1996; Batycky et al., 1996; Batycky, 1997). To include gravity by operator splitting, the
flux term in Eq. (2.46) must be expanded into a convective term accounting for gradients in
pressure and a gravity term accounting for gradients in mass density.

In the following derivation we assume that the gravity vector is aligned with the z axisin
Cartesian coordinates. By summing Eqg. (2.42) over al phases, the vertica portion of the total
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velocity (uz) can be written as

ap L
=-k /1 , 247
with the total mobility (4;) and the total gravity mobility (4q) given by
=34 =350 2 =g A, (2.48)
N i1

By substituting the Darcy velocity into EQ.(2.43), the conservation equations can be
rewritten along a gravity line (vertical line) as

P { }——{Z&,p,Kﬁ(?wmg%—Zj}:o . (2.49)

To eliminate the pressure gradient from Eq. (2.49), Eq. (2.47) isrewritten as

w__ U 4D (2550)

0z kA A oz
and finally by inserting Eg. (2.50) into Eqg. (2.49) we obtain
o {c}+ {F}+ ~{G}=0, i=L.n (2.51)

where F;" isthe vertical convective flux of component i given by

:uzzp:x”,oj f,i=L.n (2.52)
j=1
and G; isthe gravity driven flux of component i given by
& A oD .
G =k,) xpAi — Pri g] i=1.,n . 2.53
2%, [ 2 P95, (2.53)

In streamline simulation of immiscible flows, the equivalent of Eg. (2.49) is commonly
solved in a sequential manner by operator splitting (Bradtvedt et al., 1996; Batycky et al.,
1996; Batycky, 1997). Operator splitting relies on the consistency of treating the convective
flux independently from the gravity flux within a given time step of the smulation. In other
words, any given time step starts with a convective step solving Eq. (2.46) aong a set of
streamlines using the standard Buckley-L everett form of the fractional flow function

f =2 (2.54)
followed by a gravity step solving
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9 9120 i 255
¢at{ci}+az{6i} 0, i=1.,n . (2.55)

For small time steps the operator-splitting approximation is fairly accurate whereas large
time steps may lead to significant operator-splitting errors. In the following section we
discuss the consequences of solving the gravity equation, Eq. (2.55), including compositional
effects.

2.3.3 Solution along gravity lines

A complication that must be addressed in the use of an operator-splitting technique to
account for gravity segregation in compositional flows arises from the fact that the
performance of compositional displacements can depend strongly on the displacement path.
Consider, for example, a gas front in a two-phase gas/oil displacement invading a sequence
of gridlocks along the path ashown in Fig. 2.16.

y4
A +
kl
: IC
/.-_'p__-"
b
> X

Fig. 2.16: Path dependence of compositional flows.

The corresponding path predicted by an operator-splitting approach could be a
convective step b followed by a gravity step ¢ aso shown in Fig. 2.16. If the gas has a low
solubility in the oil phase, the two paths would result in a very similar fina states
corresponding to a small operator-splitting error. If on the other hand the gas is highly
soluble in the oil phase (e.g. in undersaturated reservoir fluids), significant amounts of the
gas phase would dissolve in the liquid phase as it moves towards the fina state. In the worst
case, only a small fraction of the origina gas phase remains as the gravity step progresses,
resulting in a larger operator-splitting error. Furthermore, liquid contacted by the injected
phase will have a different density than the original reservoir fluid and hence lighter liquid
may seek upwards. Simultaneous liquid-liquid and vapor-liquid segregation corresponds in
principle to athree-phase (water-oil-gas) immiscible system.
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Fig. 2.17: Pseudo-immiscible gravity segregation.

To reduce the path dependence as well as the CPU requirement for gravity steps in
compositional streamline simulation, we propose a pseudo-immiscible approach illustrated in
Fig. 2.17. At the end of a given convective step, gravity lines are traced. For a Cartesian grid
the gravity lines simply correspond to a column of gridblocks. For each gravity line the
following steps are performed: equilibrate gridblocks (flash) and record phase saturations,
molar densities, viscosities and phase compositions for each gridblock. Each individual phase
in agridblock defines a segment of known composition, molar density, and fluid properties.
For two-phase flows, the maximum number of segments along a gravity line is two times the
number of gridblocks. This initial state is illustrated in Fig. 2.17a with gas segments g1, 0z
and liquid segments I; and |,. The pseudo-immiscible gravity step is then performed by
moving segments according to the density contrast and relative permeabilities corresponding
to the overall phase saturations. For a given gridblock k, the gas saturation & is evaluated
summing the saturations of all gas segments present in the gridblock

5=YS . (2.56)

where S is the saturation of gas segment i in gridblock k. Eq. (2.56) allows the calculation
of the relative permeabilities of gas and liquid in any gridblock at any time during a gravity
step. Phase viscosities and densities are calculated as saturation averages of the segments
present in a gridblock:

1 &
Ly Z_Z:ui?kagk ; (2.57)
=)
H = iiﬂ! S (2.58)
1o &
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1 &
Pok = gzpﬂ,i,@?k ) (2.59)
i1

ISR B (2.60)
pm,k 1_3( izﬂ:pm,i,ks,k .

Once the phase saturations, relative permeabilities, densities and viscosities are calculated,
the saturation of individual segmentsi can be updated from time step n to n+1 by a modified
version of the approach for immiscible fluids outlined by Batycky (1997),

N+ n At 1
S,kl =Sk _E( Hi vz — Hi,k—1/2) ) (2.61)

The flux of segment i due to gas-liquid segregation is calculated by

_ kz,k+1krg,k+lkz,kkro,k (pm,o - pm,g) (2 62)
Hi,k+1/2 = K. K KK ) .
and luo z,k+1"rg,k+1 /ug z,k "o,k
- gas
Hi,k+1/2 = Hi,k+1lzz Sj,k+l (2.63)
for gas segments, and J
lig
3 2.64
Hi,k+1/2 :_Hi,k+1/ZZSj,k ( )
j

for liquid segments. Similar expressions for liquid-liquid segregation can be derived but need
not be repeated. The time step At in Eq. (2.61) is selected by the CFL condition

At=CFL/ max(%j (2.65)

At the end of a gravity step, demonstrated in Fig. 2.17b, the gas and liquid segments in
each gridblock are combined to form a new overall molar density and overall mole fraction
of component i in gridblock k by

NS@
Cy= Z Zi,j,kijj . (2.66)
-1
ne
z,=C, /ch,k ) (2.67)
=)

The approach described will always conserve mass as the numerical scheme of Eq. (2.61)
conserves the volume of each segment and each segment contains a fixed number of moles
determined from the initial state of the gravity line. Furthermore, the CPU requirement of the
pseudo-immiscible gravity step is greatly reduced relative to the fully compositional
approach, as the gridblocks associated with a gravity line only are flashed at the very
beginning of the segregation step.
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In the following section we compare the proposed approach with results of simulations
performed with the commercial finite difference based simulator, E300. The compositional
streamline simulator, CSLS, used in the calculation examples is a modified version of the
black-oil simulator, 3DSL, initially developed by Batycky (1997). All calculation examples
make use of the Peng-Robinson equation of state to predict phase behavior and the Lohrenz-
Bray-Clark correlation to predict phase viscosities.

2.34 Calculation examples

For al calculation examples, described in the following subsections, the reservoir fluid
description given in Table 2-6 was used

Table 2-6: Fluid description used in calculation examples (T e = 387.45 K)

P. (atm) | T¢ (K) 0] Mw Zc Xoil Ysep
No\C, 44.61 189.5 0.0085 | 16.16 0.2898 | 0.4630 | 0.8027
CO, 71.95 304.2 0.2280 |44.01 0.2706 | 0.0164 | 0.0255
C2-C5 | 39.89 387.6 0.1673 | 45.57 0.2759 | 0.2052 | 0.1582
C6-13 | 32.58 597.5 0.3861 | 117.74 | 0.2567 |0.1911 | 0.0136
Cl4-24 | 17.22 698.5 0.8078 | 248.83 | 0.2197 | 0.0811 |0

C25-80 | 11.39 875.0 1.2314 | 48152 |0.1825 | 00432 |0

0
0.11883 0

0.00071 0.15 0

0.000778 0.15 0 0

0.01 0.15 0 0 0

0.011 0.15 0 0 0 0 |

The fluid description is a 6 component representation of the compositional analysis given
in Table 2-7. Throughout the calculation examples, the reservoir temperature was kept
constant at 387.45 K. At this temperature the saturation pressure of the reservoir fluid is
220.2 atm. Two injection compositions are used: a separator gas given in Table 2-6, and pure
CO,. The minimum miscibility pressure (MMP) for injection of the separator gas is 324 atm
whereas the MMP for injection of pure CO; is 247 atm. Simple quadratic Corey type relative
permeability functions were used to determine the phase mobilities.

We present the displacement calculations according to their increasing degree of
complexity to gradually build confidence in the predictions of CSLS. The examples include:

e 1D displacement to compare the prediction of local displacement efficiencies
predicted by CSLS and E300.
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o 2D vertical displacement for a homogeneous porous mediawith k; = 0.1 k.

e 2D vertical displacement in a heterogeneous porous mediawith k, = 0.1 k.

o 3D quarter five spot displacement in an isotropic heterogeneous porous media.

e 3D five spot pattern in an isotropic heterogeneous porous media.

Table 2-7: Compositional description used for reservoir fluid characterization.

Name Mole Name Mole Mw (g/mole) | p (g/cm?)
fraction fraction

N> 0.0045 C7 0.0377 92 0.7294
CO, 0.0164 C8 0.0428 106 0.7509
H,S 0.0000 C9 0.0270 120 0.7739
Methane 0.4585 C10 0.0169 137 0.7835
Ethane 0.0715 C11+ 0.1658 288 0.8835
Propane 0.0674

i-Butane 0.0084

n-Butane 0.0311

i-Pentane 0.0103

n-Pentane | 0.0165

Hexane 0.0252

2341 1D Displacement calculation

In the first calculation example the reservoir fluid is displaced by the separator gas at an
injection pressure below the MMP. The injection pressure is set at 225 atm, and hence the
displacement process is sub-miscible. The ssimulations were performed with 100 grid blocks.
Fig. 2.18 reports the production history for the 1D displacement in terms of the recovery of
OOIP and the gas-oil ratio (GOR) as a function of pore volumes injected (PVI). Fig. 2.18
shows excellent agreement between the recovery predictions for the two simulators, whereas
small differences are found for the calculated gas-oil ratios. The ultimate recovery predicted
by both simulators (~80%) is, as expected for a sub-miscible displacement, well below
100%. However, this simple initial test confirms that the local displacement efficiencies
predicted by the ssmulators are in agreement prior to the analysis of more complicated
displacement cal culations.
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Fig. 2.18: 1D displacement. Recovery and gas-oil ratio predicted by CSLS and E300

2342 2D Homogeneous displacement

In the second calculation example we displace the reservoir fluid by the separator gas at a
pressure above the MMP. The 1000 gridblock vertical dlice, representing the porous media,
measures 100x10x1 meters with ky = 50 mD and k; =5 mD and a porosity of 0.3.

The separator gas in injected over the entire left hand side of the vertical dice at a
constant rate of 1.5 Rm/day corresponding to a front velocity of approximately 1 m/day. The
producer is completed in 1 gridblock only, at the lower right hand side of the domain and is
operated at a bottom-hole pressure of 325 atm. Hence, the pressure anywhere in the domain
will remain above the MMP throughout the displacement.

Fig. 2.19 compares the distribution of the gas phase saturation after 100 and 200 days of
injection (0.5 and 1.0 PVI) as predicted by CSLS and E300. Both simulators predict the
formation of a gravity tongue as the low density injection gas propagates along the domain.
Small differences between the saturation distributions after 100 days are noticed at the front
of the displacement. This may be due to the time step selection for pressure-solves/gravity-
steps in the streamline method as addressed in the discussion section. Also, small differences
are observed in the column of gridblocks containing the production well. The difference can
be attributed to the numerical smearing of the displacement front in the FD formulation of
the displacement problem used by E300.
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Fig. 2.19: Comparison of gas saturation distribution for 2D homogeneous and anisotropic
displacements (100 days = 0.5 PVI and 200 days = 1.0 PV1)

In general, we observe good agreement between the spatial locations of the gas predicted
by the two simulation approaches. A comparison of the predicted recovery and producing
gas-ail ratios is shown in Fig. 2.20. For this calculation example, the streamline approach
predicts slightly higher ultimate recovery than the FD simulation as a result of a dlightly
lower GOR after the gas breaks through to the producer.
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Fig. 2.20: Oil recovery and gas-oil ratio for homogeneous displacement (E300 and CSLS)
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2343 2D Heterogeneous displacement

In the third calculation example, a heterogeneous permeability field, shown in Fig. 2.21, was

In(mD)

Fig. 2.21: Permeability field, In(K), for 2D displacement.

The average (k) permeability is 90 mD with a variance of 6000. In this example the
reservoir fluid was displaced by pure CO, at near miscible conditions. As in previous
example the injector is completed over the entire left-most column and the producer is
completed in the lower right hand corner. CO, was injected at a rate of 1.5 Rm/day, and the
producer was operated at a bottom-hole pressure of 225 atm.

Fig. 2.22 shows the gas saturation maps after 50 and 100 days (0.25 and 0.5 PVI) as
predicted by CSLS and E300. At early times, the injected CO, invades the porous mediain a
more piston like manner than in the homogeneous case, due to a lower density contrast as
well as to the redirection of fluids caused by the heterogeneity. The combined effect results
in a better sweep of the lower portion of the reservoir. The redirection of the gas phase is
more pronounced after 100 days of injection, where gas from the top of the formation flows
downwards through a high permeable zone. Again, we see good agreement between the
saturation distributions predicted by CSLS and E300.

E300: 50 days

T T T 11

I UL

L

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Sgas
Fig. 2.22: Gas saturation for 2D heterogeneous displacements (0.25 PVI and 0.5 PVI)
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The corresponding production history of the two simulations is shown in Fig. 2.23. After
gas breakthrough, the recovery predicted by CSLS is dightly higher than that predicted by
E300. For this displacement, the difference in the predicted recovery is due to numerical
diffusion in the FD simulation. Numerical diffusion acts to smear the displacement front
reducing the local displacement efficiency relative to that predicted by the streamline
approach, while at the same time marginally delaying the breakthrough of the injected gas.
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Fig. 2.23: Comparison of recovery and gas-oil ratio for heterogeneous 2D displacement.

2344 3D Quarter five spot

Next, CSLS was tested on a 3D quarter five spot pattern with 25000 (50x50x10) gridblocks.
The dimensions of each gridblock are 2x2x2m with a porosity of 0.3. The average k«
permeability is 90 mD with a variance of 11000. The injector and producer were completed
over the entire column of the domain. In this example CO, was injected at a rate of 60
Rm’/day, and the producer was operated at a bottom-hole pressure of 225 atm. Fig. 2.24
shows the gas saturation in 3 horizontal dlices of the domain (layers 1, 5 and 10) predicted by
CSLS and E300 after 300 days (0.3 PVI) of injection.

The predicted saturation distributions are found to be in excellent agreement with only
minor variations in local displacement efficiency attributed the different level of numerical
diffusion in the two simulation approaches. Fig. 2.25 shows the predicted recovery and
producing GOR for the displacement. The agreement of the production history follows that
of the saturation distributions and only minor differences are seen for the predicted recovery
after 1.5 PVI.
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Fig. 2.24: Gas saturation distribution for 3D heterogeneous quarter five-spot (0.3 PV)
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Fig. 2.25: Comparison of recovery and gas-oil ratio for for 3D heterogeneous quarter
five-spot.
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2345 3D Five spot

In the final example calculation, the reservoir fluid is displaced by pure CO, at near-miscible
conditions. The 3D permesability field from previous example is used for a five-spot pattern
with an injector located in the middle of the domain and producers located at each corner. All
wells are completed over the entire column of the reservoir. CO; is injected at 60 Rm®/day
and the production wells are operated at bottom-hole pressures of 225 atm. The gas
saturation distribution after 0.1 PVI (100 days) and 0.2 PVI (200 days) are compared for 3
areal dicesin Fig. 2.26 and Fig. 2.27. Fig. 2.26 is a snapshot of the displacement process just
before the gas arrives at one of the producers, whereas the gas front has reached two
producers in Fig. 2.27. Due to the significant segregation of fluids, the lower portion of the
formation is hardly contacted by the injected gas when the top layer breaks through to the
producer. Consequently, the ultimate recovery of the initia oil will be relatively low, as Fig.
2.28. Fig. 2.28 reports the recovery of the original oil in place and as well as the producing
GOR. At 1.5 PVI as little as ~50% of the oil is produced. As in the previous calculation
examples, only marginal differences in the front locations as well as in the predicted

production history are observed.
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Fig. 2.26: Gas saturation after 100 days of injection (0.1 PV1)
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Fig. 2.28: Comparison of oil recovery and gas-oil ratio for five-spot simulation.
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2.3.5 Resultsand discussion

A summary of the CPU requirements for the presented calculation examplesis givenin Table
2-8 for the streamline approach and for the FD approach using implicit pressure explicit
saturation (IMPES) and adaptive implicit (AIM) modes.

Table 2-8: Summary of CPU requirementsin seconds (2.8 GHz)

DISp| acement Ngridblock E300 - AIM E300 - IMPES CSLS
2D — homogeneous 1000 N.A. 271 sec 22 secC
2D — heterogeneous | 1000 N.A. 398 sec 26 sec
3D —quarter five spot | 25000 7457 sec 59353 sec 2701 sec
3D — 5-spot 25000 3356 sec 36568 sec 1680 sec

For the 2D example calculations the implementation of the presented approach in our
research code, CSLS, required 12-15 times less CPU time than the equivaent finite
difference based IMPES simulation. For the larger calculation examples, CSLS required 22
times less CPU time than the FD IMPES simulation and 2-3 times less CPU time than the
equivalent FD AIM simulation. A potential for additional speed-ups are available through
adaptive mesh refinement along streamlines (Mallison et al. 2003).

In the previous sections we have presented and tested a new method, based on operator-
splitting, for including gravity effects in compositional streamline simulation. In the
presented calculation examples the time between successive gravity steps was estimated
based on the number of gridblocks invaded in the horizontal direction. If more than 5
additional gravity lines were required for a 2D calculation and more than 50 additional
gravity lines were needed in a 3D calculation, the subsequent time step was reduced by a
factor 2. If this constraint was not violated the time step was doubled. A more sophisticated
framework for selecting the length of time steps between successive pressure updates/gravity
steps has been suggested by Ichiro et al.(2003) but has not yet been implemented and tested
in CSLS.

Traditional methods for recording initial conditions along streamline and reassigning
compositions on the pressure grid after a convective/gravity step introduce smearing of
saturation fronts as well as mass balance errors. If frequent mapping to and from streamlines
is required, special care must be taken to reduce these diffusive errors through the use of
higher-order accurate mapping as discussed by Mallison et al. (2003)

Extension of the presented approach to three-phase flow modeling is straight forward.
The presence of athird phase can add a maximum of ny segments to the problem, where ng is
the number of gridblocks along a gravity line. Once the average phase properties are
calculated, any 3-phase black-oil formulation can be used to segregate the fluids.
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2.3.6 Conclusions

The analysis and examples reported | ead to the following conclusions.

1. A new approach for including effects of gravity in compositiona streamline

simulation is proposed and demonstrated.

. The new approach offers a consistent and efficient method for extending the

applicability of compositional streamline simulation to EOR displacements where
gravity segregation can play an important role.

. The implementation of the pseudo-immiscible approach introduces a marginal

increase in the overall CPU requirement, as flash calculations are required only to
generate theinitial state along a gravity line.

. The pseudo-immiscible approach is demonstrated to produce performance predictions

in excellent agreement with acommercial finite difference based simulator.

. Through a series of calculation examples, the compositional streamline approach has

been demonstrated to be up to 22 faster than equivalent IMPES simulations with a
finite difference based simulator.

The presented approach is easily extended to three-phase flow problems without significant
increase in CPU requirements.

2.3.7 Nomenclature

Ci
Ci

- overall molar density of component i
k- Ciingridblock k
. depth
: fractional flow of phase]j
" : velocity scaled total convective flux of component i
: gravity constant
- gravity driven flux of component i (compositional formulation)
: gravity driven flux of component i (black-oil formulation)
: absolute permeability
- relative permeability of phase|
. absolute permeability in z-direction
: number of components
: number of phases
: pressure
: saturation of phase |
- saturation of gas segment i in gridblock k
: time
: velocity of phase]j
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U, :total velocity in zdirection

w;; : mass fraction of component i in phasej

Xij : molefraction of component i in phasej

z :distance

Z x - molefraction of component i in gridblock k

Greek symbols

. porosity
: total mobility
: total gravity mobility
- viscosity of phase]

%x :viscosity of segment i of phase rin gridblock k

: molar density of phase|
p%k :molar density of segment i of phase o in gridblock k
pmj  : massdensity of phase|

&S

ASERENRS

24 Streamline ssimulation of enhanced condensate recovery

Compositional finite difference ssmulation is widely used to simulate gas injection processes
in condensate reservoirs. However, this method has limitations: it is adversely affected by
numerical dispersion, and resolution in the fluid and reservoir heterogeneity fields must be
decreased for reasonable computational times. The speed up factors and reduced numerical
dispersion associated with streamline simulation make this method an attractive alternative to
finite difference methods. Nevertheless, there are also limitations associated with streamline
simulation. The primary limitation of streamline simulators is that they do not model
crossflow effects. In certain reservoirs, crossflow is an important recovery mechanism, and
the inability to model these physical phenomena will result in inaccurate results. In order to
effectively exploit the power of streamline based simulators, the user must recognize under
which conditions omission of crossflow phenomenaisvalid.

This section presents a detailed analysis demonstrating the applicability of compositional
streamline simulation of gas injection in a condensate reservoir. Anaysis of crossflow
mechanisms through the use of dimensionless numbers is used to determine the dominant
flow forces in these systems. A systematic simulation study comparing the results of the
streamline method against one that incorporates crossflow mechanisms demonstrates the
validity in exclusion of crossflow when simulating these systems. Computation speeds of the
streamline method were orders of magnitude faster than finite difference methods. To
conclude this analysis, applications of compositional streamline ssimulation for reservoir
management are presented.

Application to a specific class of reservoirs is presented in this study. Gas condensate
reservoirs represent a small, but growing fraction of reservesin the world petroleum supply.
This study provides the foundation for demonstrating the relevance of streamline methods in
simulating field scale, compositionally driven displacements.
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Gas injection for enhanced recovery is one of the most widely used and efficient methods
for enhanced hydrocarbon recovery. In zones contacted by the gas, local displacement
efficiencies of 80-90% can be achieved (Lake, 1989). Such schemes are inherently
compositional. As injection gas propagates through there reservoir, components in the
reservoir fluid and the injected fluid mix, atering properties of the fluid. In order to evaluate
the performance of gas cycling processes, compositional simulation is necessary. Efficiency
of enhanced recovery schemesis dependent on two factors (Pande et al., 1989):

1. loca displacement efficiency, which is controlled by phase behavior of mixtures of
injection gas and fluid in the reservoir. As a result, the fluid description must
adequately capture fluid behavior. Condensate behavior is sensitive to heavy
components, (McCain, 1994). To model retrograde behavior in a gas injection
scheme, high resolution is required in the heavy end of the fluid description.

2. globa sweep efficiency, which is controlled by reservoir heterogeneity. High
mobility injection gas will preferentially flow through high permeability paths in the
reservoir, efficiently displacing condensate in these regions while bypassing
condensate in low permeability zones. Extremes in permeability have a significant
impact in determining flow of fluidsin the subsurface. To predict flow accurately in a
reservoir, these outliers must be retained.

Compositiona finite difference ssimulation is the conventional way to model these systems.
In this method, a material balance for each component, over each block, must be calculated.
Included in this calculation is at least one flash per grid block per time step. Numerical
diffusion and grid orientation effects adversely affect finite difference methods. For large
models or complex fluid descriptions, computational times are prohibitively slow. The time
step size in fine scale models, calculated using an implicit pressure, explicit saturation
(IMPES) method, is limited by the Courant-Fredrichs-Levy stability condition; smaller
dimension grid blocks reduces the maximum time step length. Moreover, nonlinearities in
the governing equations, introduced by an equation-of-state fluid description, may further
reduce time step size (Aziz et al., 2002). In order to obtain results in a reasonable time,
simplifications in fluid description and reservoir heterogeneity are necessary, potentially
rendering results inaccurate.

An dternative to finite difference simulation is compositiona streamline simulation.
Streamline methods for simulating reservoir displacements have been applied in the ail
industry for several decades. Recent advancesin these methods (Batycky et al., 1997; Thiele
et al., 1996; Crane et al., 2000; Jessen et al.; 2002), coupled with developments in reservoir
characterization have resulted in more widespread application in ssmulating displacement
processes, as demonstrated by Grinestaff et al. (2000), Samier et al. (2001), and Baker et al.
(2001).

Streamline simulation is an IMPES method, which solves pressure implicitly and then

computes streamlines based on this pressure solution. Governing transport equations are
recast in terms of atime of flight variable, reducing the physics of the displacement to 1D
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solutions along streamlines, decoupling the transport equations from the underlying
geological grid. Propagating components along streamlines increases stability, allowing for
large time steps.  Streamlines are periodically updated to account for changing mobility or
field conditions. When this method is coupled with an efficient algorithm for analytical
calculation of the displacement, computation times are reduced by orders of magnitude
(Ermakov, 2000; Jessen et al., 2001). If Riemann conditions are assumed, self similarity of
the solution allows computation of the solution only once, with mappings at the time of
interest. The faster computations afforded by the streamline method allow more detailed
representation of fluid and reservoir heterogeneity.

The principle limitations of the streamline method is the inability to model flow between
streamlines and neglect of complex physical phenomena such as capillarity, changing well
conditions, diffusion, viscous and gravity crossflow. In cases where gravity effects are
considered by means of operator splitting, computational times in a gravity-dominated
displacement are reduced due to streamline retracing. Determining which phenomena
dominate flow is key to effective use of this method. Sam-Olibale (2002) demonstrated that
streamline methods are most applicable in convection dominated flows, where heterogeneity
is the predominant factor governing flow.

In this section, smulation of a gas injection scheme in a condensate reservoir using
compositional streamline simulation with analytical solutions is presented as an aternative to
compositional finite difference methods. To demonstrate this, the following approach was
implemented:

1. Establish the validity in neglecting complex physics involved in gas injection in
condensate reservoirs.

2. Demongtrate the viability of the streamline method for simulating gas injection
schemes in condensate reservoirs through a detailed simulation study that compares
results of compositional streamline simulation against finite difference simulation.

3. Demonstrate applications of compositional streamline simulation for reservoir
management.

2.4.1 Dominant flow mechanismsin condensatereservoirs

Condensate reservoirs are a unique class of reservoirs, to which compositional streamline
simulation is well suited. In this section, a discussion on condensate reservoirs and
magnitude of forces governing flow in these reservoirs is presented. A schematic of the
thermodynamic path a condensate reservoir followsis presented in Fig. 2.29.
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Fig. 2.29: Thermodynamic path followed by depletion of a condensate reservoir.

Initially the reservoir is above dewpoint pressure, and fluid in the reservoir exists as a
single-phase (A). As the reservoir is produced, reservoir pressure declines and reaches dew
point pressure (B). Once the dew point pressure is reached, liquid begins to condense. The
heaviest components drop out first, followed by components of decreasing molecular weight.
As the pressure decreases further, more liquid condenses and the condensate saturation
increases. Below the critical condensate saturation, condensate is immobile. Once the critical
saturation has been reached, condensate is mobile. In most reservoirs, condensate dropout
does not exceed critical saturation. This condensate is trapped and will not be recovered
through primary means. At a certain pressure, maximum liquid drop out is reached (C). Upon
further pressure decrease, condensate re-vaporization occurs (D), with components
vaporizing in the reverse order in which they dropped out. In typical field operations, this
pressure is below the economic life of the field, and this stage of re-vaporization will not be
reached.

One of the most effective methods of recovering dropped out condensate is gas injection.
In this process, immobile condensate is vaporized into the mobile injection gas phase.
Melean et al. (2001) demonstrated that CO, is very effective at recovering condensate by
reducing interfacial tension and by vaporizing condensate into the mobile phase.

The primary limitation of streamline ssimulators in modeling fluid flow in a reservoir is
their inability to account for transfer of fluid between streamlines; physically, this trandlates
to an inability to incorporate crossflow effects. In the streamline method, flow along each
streamline is independent of adjacent streamlines. In some reservoirs, crossflow can
significantly impact sweep efficiency. In these systems, if the simulator is unable to capture
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these effects, predictions of recovery may be inaccurate.

Crossflow is a result of gradients in the media. There are primarily four types of
crossflow that drive fluids in the subsurface (Sam-Olibale, 2002):

1. Viscous, dueto viscosity differences between injection and reservoir fluids, creating a
pressure gradient in the horizontal direction.

2. Gravity, due to density differences between injection and reservoir fluids, creating
crossflow in the vertical direction.

3. Capillary, due to interfacial tension differences between fluids. Heterogeneity
distribution in the reservoir will control the degree of capillary crossflow in the
transverse and longitudinal directions (Y okoyamaet al., 1981).

4. Dispersion, dependent on concentration gradients, local velocity gradients and
mechanical mixing within the pores (Mahadevan et al., 2002).

Many researchers have developed scaling relations for comparing magnitudes of crossflow
forces in the subsurface. In the following section, scaling relations developed by various
researchers were used to assess the relative magnitudes of forces that drive flow in a
reservoir.

24.1.1  Capillary crossflow

In amiscible displacement, capillary effects are negligible. For critical fluid systems|like gas-
condensates, interfacial tensions are low. Hamon (1986) classifies capillary dominated
displacements as those with Ng < 0.05, where Ng is defined as:

2
(2.69) N, = 2P0
O

Typica parameters encountered in a field scale displacement in a condensate system are
listed in Table 2-9 (Melean et al., 2001).

Table 2-9: Parameters used to calcul ate expected Ng in atypical condensate reservoir.

High Low
Ap (kg/m3) 50 10
L (m) 2000 1000
o (dyneslcm) 1 0.1
Ng 1.92x1012 9.62x1011

Typical Ng values calculated for a condensate reservoir are >> 0.05, suggesting that flow in
these systemsis far from the capillary dominated regime.
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2412 Gravity-driven crossflow

Gravity-dominated displacements are classified using the following relation developed by
Zhou et al. (1994):

_ A0tk (2.69)
T Hvi

where Ny is the characteristic time ratio for transverse fluid flow due to gravity to fluid flow

in the horizontal direction due to viscous forces. Typical ranges for parameters in these

systems are listed in Table 2-10.

Table 2-10: Parameters used to calculate expected Ny, in atypical condensate reservoir.

High Low
Ap (kg/m3) 50 10
Kavg (mMd) 500 50

H (m) 40 20
v (m/d) 05 05
res (CP) 0.025 001
L (m) 2000 1000
Ngy 847 42

Ngv is dependent on the velocity of the displacement, vertical communication and reservoir
thickness, as well as on the density difference between fluids. Gravity effects will be
exacerbated for long, thin reservoirs with good connectivity and slow displacement
velocities.

2413  Viscouscrossflow
For viscous dominated cross flow to occur, viscous forces must be much greater than
capillary and gravity forces. Zhou et al. (1994), classified a viscous dominated regime when:
(Ng,+ Ny )M
1+M

<<1.0 . (2.70)

Ne is the characteristic time ratio for transverse fluid flow due to capillary forces to fluid
flow in the horizonta direction due to viscous forces, and M is the mobility ratio between
injected fluid and reservoir fluid. As discussed previoudly, capillary forces in miscible
displacements are negligible, and Eqg. (2.70) reduces to:

N M
¥ <<1.0 . (2.71)
1+M

For the range of Ny, values typically encountered in condensate reservoirs, these systems lie
in the transition between viscous and gravity dominated cross flow, Table 2-11.
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Table 2-11: Range of values of (NgvM)/(1+M) in atypical condensate reservair.

High Low
Ngv 84.7 424
M 1.0 0.8

(NoM)/(1+M) 4235 1.88

Similar to Ny, the position in the transition zone is influenced by scale of the system. Slow
rate displacementsin long, thin reservoirs lie closer to gravity dominated regime.

2414  Dispersion

The Peclet number (Pe) is commonly used to assess the magnitude of dispersion in a system.
Thisisaratio of characteristic times for dispersion to characteristic times for convection.

Pe= VL

=K (2.72)

For large Pe, dispersion effects are small, and displacement is convection dominated. In the
field scale displacements, Pe is very large (Table 2-12). For reservoir displacements,
convection dominates.

Table 2-12: Parameters used to calculate expected Pein atypical condensate reservoir.

High Low
v (m/d) 0.5 0.5
L (m) 2000 1000
o (fraction)  0.20 0.05
Ki(cm?/s)  1x10° 1x10™
Pe 5.79x10"  1.16x10’

Through analysis of scaling relations, it is confirmed that gravity, capillary and diffusion
forces for instigating crossflow are small in a gas condensate reservoir. Omission of these
phenomenain the streamline formulation is therefore reasonable. In the following subsection,
the validity of these omissions is demonstrated through a ssimulation study comparing the
streamline method with one that incorporates these physical phenomena.

24.2 Comparative smulation study

A simulation study comparing the streamline method with the finite difference method is
presented in this section. Predicted recovery, gas oil ratio (GOR) and gas saturation
distribution in the reservoir were used to compare methods. Results from both methods were
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evaluated for a sequence of increasingly complex reservoir systems, starting a a 1D
displacement, and gradually working up to afull field scale 3D displacement. The field scale
reservoir description is based on a currently producing reservoir, where gas injection
scenarios for enhanced condensate recovery were investigated. Permeability and fluid
descriptions for each stage of this study were tied back to the full field system.

In this study, results of CSLS, the compositional streamline simulator developed by
Jessen et al. (2002), based on the streamline simulator developed by Batycky (1997), were

compared against Eclipse 300, Schlumberger’s compositiona finite difference simulator. An
IMPES scheme was used to solve the finite difference system.

2421 Reservoir system

The reservoir that this study is based on is atypical carbonate reservoir found in the Western
Canadian Sedimentary Basin. Average reservoir properties are summarized in Table 2-13.

Table 2-13: Average reservoir properties of test reservoir.

Initial reservoir pressure (MPa) 36.5

Dewpoint pressure (MPa) 16.8
Reservoir temperature (°K) 375
Average formation thickness(m) 25
Average porosity (%) 10
Average water saturation (%) 10
Average permeability (md) 125

This is a completely dolomitized barrier reefal complex, located at a depth of 3500 m.
The feature strikes northwest, with a southwest dip of 25 m/km (Fig. 2.30). Gas is
stratigraphically trapped updip (Fig. 2.31), by overlying shales and underlying mudstones.
Gas initidly in place is 56 BCM, and 6 MM m?® condensate is predicted to be left in the
reservoir at abandonment.

The field is a large continuous feature, covering over 50 sections of land, and it is
penetrated by only 16 wells. Pressure transient analysis was performed on all of the wells;
permeability was found to range from 40-275 mD. All of the wells were logged and cored.
Permeabilities derived from this data range from 1x10 to 1x10° mD. Permeability fields
were generated using sequential Gaussian simulation (Deutch et al., 1998), conditioned to
log data. Variogram parameters are summarized in Table 2-14.
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Fig. 2.30: Test reservoir with well locations. Injectors indicated by red dots, producers
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Fig. 2.31: Cross-section of the study reservoir.

Table 2-14: Variogram parameters used to generate permeability realizations.

Nugget 0.2
Angle 0

RadiusX 100
RadiusY 100
RadiusZz 100
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Given that this field is extensively dolomitised, primary depositional facies have
undergone extensive diagenesis. In some regions, diagenesis has enhanced reservoir
permeability, and in other areas the original matrix structure has been destroyed, reducing
permeability. Diagenetic fluids have atered the original correlation structures within afacies,
therefore, a sequential Gaussian algorithm is appropriate for generating permeability
realizations given thisfield’ s geological history.

24.22  Fluid description

Table 2-15 presents the average composition of the fluid. SPECS, a program for calculating
separation and phase equilibrium developed by the Phase Equilibria and Separation
Processes Centre in the Department of Chemical Engineering at the Technical University of
Denmark, was used to caculate a 13-component Peng-Robinson equation-of-state
description of the reservoir fluid. Properties of the characterized fluid are presented in Table
2-16.

Table 2-15: Average fluid composition.

Component Mol fraction

CO; 0.0670
H.S 0.3536
N, 0.0169
Cl 0.3595
c2 0.0790
C3 0.0337
IC4 0.0097
NC4 0.0200
IC5 0.0068
NC5 0.0101
C6 0.0115
C7+ 0.0332
MW C7+ 113 g/mal
pC7+ 0.9 g/cm3

In addition to sensitivity to the heavy components in the fluid, there is a large
concentration of H,S, requiring a large number of components to adequately capture
retrograde behavior. This equation of state model was tuned against a constant volume
depletion experiment.

The dewpoint pressure of this fluid is 16800 kPa. In al simulations, the reservoir was
initialised at 12000 kPa, below the dewpoint pressure. At initialization, immobile condensate
is present everywhere in the reservoir. Maximum liquid dropout is 6.7%, at 14000 kPa. The
critical condensate saturation is 20%; dropped out condensate in this system isimmobile and
the only way to efficiently recover it is through gas injection. For all displacements in this
study, the injection fluid was 100% CO..
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Table 2-16: Properties of tuned fluid characterization.

Pseudo- Mol. MW Tc Pc Zcrit Acentric
component Fraction (g/moal) (°K) (MPa) factor
N, 0.0171 28.016 126.2 3.36 0.2895 0.040
CO, 0.0576 44.010 3042 7.29 0.2744 0.228
H,S 0.3562 3.4076 3735 885 0.2857 0.080
C1l 0.3631 16.043 1906 454 0.2737  0.008
Cc2 0.0798 30.069 3045 4.82 0.2850 0.980
C3 0.0340 44.096 369.8 4.19 0.2803 0.152
C4 0.0300 58.123 4196 3.70 0.2737 0.188
C5 0.0171 72.150 4659 333 0.2627 0.241
C6 0.0116 86.177 5074  2.93 0.2656 0.296
C7 0.0117 94.000 5739 4.15 0.2631 0.265
C8 0.0126 113.52 6482 325 02594 0.344
C10 0.0053 141.52 630.0 3.02 0.2463 0.449
C12 0.0039 190.00 683.2 269 0.2373 0.631
8

+ Laboratory
— EOS (tuned)

Liguid dropout (% dew. vol.)

0 T T T
0 5000 10000 15000 20000

pressure (kPa)

Fig. 2.32: Comparison of tuned 13 component fluid description with laboratory CVD
experiment.

24.2.3 1D Displacement calculation

The anaytical solution for this reservoir displacement, calculated using method of
characteristics is shown in Fig. 2.33. As the injection fluid propagates through the reservair,
is it clearly shown that condensate is efficiently recovered through a series of vaporizing
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shocks. The analytical solution also shows the formation of a condensate bank at the leading
edge of the displacement. As components are vaporized by CO,, they transfer into the
condensate phase as they propagate downstream.

Table 2-17: Penum for finite difference slimtube simulations.

Resolution  Penum

100 50
500 250
1000 500
5000 2500
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Fig. 2.33 Analytical solution of condensate recovery with 100% CO,

A series of finite difference slimtube simulations with resolutions of 100, 500, 1000 and
5000 grid blocks was performed. Fig. 2.33 compares these solutions. Grid block resolutions
below 1000 are adversely affected by numerical dispersion. At these resolutions, features of
the analytical solution, such as the shocks and the condensate bank are masked by numerical
dispersion. As grid block resolution is refined, these features start to become visible. For
typical field scale simulations, far fewer grid blocks are modeled between injector and
producer.

The numerical 1D solution with dispersion is also presented in Fig. 2.33. When
dispersion is incorporated in the 1D solution, good agreement with the low resolution finite
difference solution is achieved, demonstrating the sensitivity of this displacement to
numerical dispersion. Recall that Pe represents the ratio of convective forces to dispersive
forces, and consequently, large values of Pe correspond to convection dominated flow. From
the finite difference formulation of the dispersion-free conservation equation, Lantz (1971)
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demonstrated that the truncation error of a purely convective process is of second order. A
finite difference anal ogue to the Pe was devel oped:

1 _Ad), Ar

Values Peyyn for the numerical systemsinvestigated are summarized in Table 2-17.

The low values at field scale model resolution indicate the sensitivity of this system to
numerical dispersion. To achieve Pey,m comparable to those calculated in Table 2-12, A7 and
A& must be very small. Moreover, Azmust be less than A& to ensure stability of the solution.

The total mobility of the system as fluids propagate through the reservoir is presented in
Fig. 2.34. Mobility variations as the injection gas vaporizes components and moves through
the reservoir are small, supporting the assumption that streamlines do not require frequent
updates (pressure field varies little in time).
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Fig. 2.34: Mobility changes as fluids propagate through reservoir.

24.24 2D Displacement calculation

In this stage of the study, three finite difference simulations, using identical permeability
fields (Fig. 2.35), were performed to assess the magnitude of gravitational effects in this
displacement:

e Permeability field oriented vertically, injection at a rate advance of 1.4 nvd (low rate

case).
e Permeability field oriented verticaly, injection at a rate of advance of 2.8 nvd (high
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rate case).
e Permeability field oriented horizontally, injection at arate of advance of 1.4 nvd.

Fig. 2.35. Permeability field of 2D displacement.

An injector-producer pair of the reservoir system was modeled. Model dimensions are
summarized in Table 2-18. Streamline and finite difference ssimulations were run for 2000
days of injection, corresponding to 2 pore volumes injected (PV1).

Table 2-18: Dimensions of 2D displacement model.

NX 200
Ny 1
Nz 25
Dx (m) 10
Dy (m) 10
Dz (m) 2

Number of wells 2 (1 injector, 1 producer)

A corresponding 2D streamline simulation was performed. Only one orientation of the
streamline simulation was performed. Since gravity is neglected in the version of the
streamline method used for this example calculation, results from a vertically oriented
displacement would be identical to those obtained from a horizontally oriented displacement.
The overall character of the saturation plot compares well with results of the finite difference
method (Fig. 2.36). Predicted recovery and GOR yield comparable results. Upon closer
examination, small differences between the methods emerge. In areas where injection gas
contacts the reservoir, very efficient recovery of condensate is achieved. In this system,
injected gas flows through high permeability pathways. Due to preferentia flow along these
high permesability pathways, recovery is not as efficient in low permeability zones.
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Fig. 2.36: 2D displacement - Gas saturation after 2 PVI.

Fig. 2.37 compares predicted recoveries and GORs for al 2D displacement cases.
Between 0.9 PVI and 1.95 PVI, a separation between recovery predicted by streamline
methods and finite difference methods is observed. Maximum separation occurs near 1.4
PVI. This difference is due to the production of the condensate bank resolved in the
analytical solution. Resolution between injector and producer is 200 grid blocks, far less than
the resolution determined in the 1D displacement. As injection continues, the difference in
recovery between the two methods convergesto a similar value. Once breakthrough occursin
the streamline method, injection gas cycles through the reservoir, making the scheme
increasingly inefficient. Numerical dispersion in the finite difference method smears the front
of the displacement, artificialy increasing the sweep efficiency in low permeability regions.
Velocity of the front is aso reduced, delaying breakthrough, as indicated by the difference in
GOR between the two methods at |ater times.
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Fig. 2.37: Recovery and GOR predictions for 2D displacement simulations.

24.25 3D Displacement calculation

A section of the reservoir system was extracted to construct a 3D sector model. Permeability
distribution and well locations are shown in Fig. 2.38. Model dimensions are summarized in
Table 2-19. Streamline and finite difference simulations were run for 2,500 days injection,
corresponding to 2 PVI.

Table 2-19: Dimensions of 3D displacement model.

Ny 30
Ny 0
N, 5

Dy (m) 10
Dy (m) 10
D, (m) 10

Number of wells 6 (1 injector, 5 producers)
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Fig. 2.38. Permeability field and well locations for 3D sector displacement.

Comparison of saturation distributions in the reservoir after 2500 days injection (Fig.
2.39), indicates that numerical dispersion significantly affects sweep efficiency in the
reservoir predicted by the finite-difference-based ssimulator. Injected gas almost entirely
covers the lowermost layer in the finite difference simulation, while unswept areas and
sharper fronts are observed in the streamline resuilt.

Recovery predicted by finite difference methods is higher than that predicted by the
streamline method (Fig. 2.40), even though local displacement efficiency in contacted zones
is higher in the streamline calculation than it is in the finite difference version. The lower,
and likely more physically redlistic, sweep efficiency in the streamline cal culation more than
offsets the higher local displacement efficiency.

One of the goals of asimulation study isto predict recovery within a reasonable tolerance
of uncertainty. Numerical dispersion associated with finite difference methods may adversely
impact accuracy, potentially predicting optimistic recoveries. Dispersion free recoveries
predicted by the streamline method more accurately predict process recovery. In redlity, pore
scale dispersion exists; however, physica levels of dispersion are low in field-scae
displacements, and convection dominates this displacement. For this system, the Peclet
number, Pe, shown in Table 2-20, is very large. The value for L in this calculation was the
distance between the injector and the closest producer. For larger values of L, scaleslinearly.
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Fig. 2.39. Saturation distribution of area dices of the 3D sector displacement after 2500
daysinjection.

Table 2-20: Pe calculation for sector model displacement.

v (m/d) 0.5

L (m) 440

¢ (fraction)  0.10

Ki(cm?/s)  1x10°
Pe 2.55x10°
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Fig. 2.40. Recovery and GOR predictions for 3D displacement simulations.

24.26  Field scale displacement

A field scale gas injection scheme was modeled for reservoir parameters summarized in
Table 2-21.

Table 2-21: Dimensions of field scale displacement model.

Number of active grid blocks 5774

Dx (m) 300

Dy (m) 300

Dz (m) 10

Number of wells 16 (3 injectors, 13 producers)

Grid block dimensions have moved away from a 1:1:1 ratio, reflecting dimensions and aspect
ratios commonly used in industry. Due to the sparse well coverage, there is a paucity of hard
subsurface data; large uncertainties exist surrounding the permeability distribution between
wells. A permeability realization for thisfield isshown in Fig. 2.41.
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Fig. 2.41. Permeability field (mD) and well locations for field scale displacement.

In this development scenario, CO2 is injected into 3 wells, 8-01N, 3-10 and 8-01 S,
indicated by the red dots in Figure 3.1. Injection was modeled from approximately 49 years
(1.16 PV1), at fixed reservoir injection rates of 15500, 3000, 14000 m3/day, respectively.

Fig. 2.42 shows the saturation distribution in the reservoir at the end of the injection
period. Swept zones predicted by both methods are in good agreement. Recovery and GOR
predictions are in good agreement prior to breakthrough. Once breakthrough occurs, these
predictions deviate, with the finite difference method predicting a higher recovery than the
streamline method (Fig. 2.43). Aswith the sector model, the finite difference method exhibits
numerical dispersion, smearing out the fronts and predicting a slightly larger swept zone.
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2427  Speed-up factors

Computational times and speed up factors for each phase of this study are summarized in
Table 2-22. Speed-up factors observed are in the order of 102-103. These are dependent on
system size. Computational time in a streamline simulation scales approximately linearly
with model size, while that of a finite difference method scales approximately as the third
power of the number of grid blocks. Therefore, the ratio of times is approximately the square
of the number of grid blocks. As the number of active grid blocks simulated increases, speed
up factors increase approximately quadratically. Finite difference simulations were solved
using an IMPES method. If an adaptive implicit scheme is used, speed-up factors are
expected to decrease.

Table 2-22: Summary of speed up factors.

Case Number of active grid Finite Streamline  Speed up
blocks Difference (minutes) factor
(minutes)
2D 5000 123.43 0.23 499
3D 13500 649.85 0.40 1624
Fildscde 5774 74.1 0.32 234

The 3D sector displacement case represents are very small volume of the reservoir
system (1.4%). If thislevel of detail were extrapolated to the field scale simulation, a model
composed of over 5000000 grid blocks would be required. For this size of model, expected
computation times for finite difference methods and streamline methods are on the order of
1x105 and 1x101 minutes, respectively. Streamline simulation is the only method currently
fast enough to ssmulate a compositional displacement in a reasonable amount of time.

Decreased simulation times give the ssimulation engineer the ability to incorporate fine
scale permeability distributions and complex fluid descriptions without sacrificing
computational requirements. In the following section, we present some of the applications of
compositional streamline simulation for reservoir management and uncertainty evaluation.

2.4.3 Compositional streamline simulation and reservoir management

The reduced computationa run times afforded by streamline simulation alows simulation of
gas injection schemes for enhanced condensate recovery in detailed, field scale modelsin a
reasonable amount of time. Due to the paucity of hard data in the subsurface, multiple
equiprobable geological models, each honoring the hard data, can be constructed. With
developments in reservoir characterization and increases in processor power, generation of
high resolution, multi-million cell geological models are now commonplace. This has
resulted in a disconnect between the resolution of static reservoir models (on the order of 10°
grid blocks) and dynamic reservoir models (on the order of 10°-10° grid blocks). As industry
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becomes better able to model geological detail in the static model, there is an increasing
awareness of uncertainty surrounding a particular model (Datta-Gupta, 2000). In the
following section, some applications of streamline methods for reservoir management are
presented.

24.3.1 Ranking geological models

Streamline techniques can be used to quickly assess geological parameters controlling flow
in the subsurface, identifying bounding scenarios of reservoir heterogeneity. This analysis
can be used to focus data acquisition efforts by tailoring a data acquisition scheme to
specifically seek or disprove geological heterogeneity effects. Once geological scenarios are
ranked, detailed ssimulation that incorporates more complex physics can be carried out for a
more rigorous prediction of performance.

Three geological realizations of the 3D sector model were generated to investigate the effects
of correlation length and anisotropy. Geostatistical parameters for each realization are
summarized in Table 2-23. Well locations were identical to those in the 3D sector
displacement simulation.

Table 2-23: Variogram parameters of geological ranking application.

Case Nugget Angle RadiusX RadiusY RadiusZ
Base 0.3 0 50 50 50
Anisotropy 0.3 N17W 50 5 5
Correlation length  0.60 0 50 50 50

Fig. 2.44 shows the permeability distribution in the topmost layer. 4500 days of injection of
100% CO, was simulated for each realization. Saturation distributions at the end of the
injection period are shown in Fig. 2.45 - Fig. 2.47. Predicted recovery and GOR are shown in
Fig. 2.48. For these realizations, high permesability channels with communication between
injector and producer have the most impact on recovery. High permeability channels result in
premature gas breakthrough. The less tortuous the path from injector to producer, the earlier
the breakthrough and lower the ultimate recovery. Permeability fields with short correlation
distances, suggestive of a high degree of heterogeneity, result in a more uniform sweep areal
sweep efficiency and higher recovery. In distributions with short correlation lengths, high
permeability pathways are not developed, hindering premature gas breakthrough.
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Fig. 2.47. Correlation length case Sy distribution though reservoir after 2 PVI.
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Fig. 2.48. Recovery and GOR predictions from permeability cases used in geologica
ranking application.

24.3.2 Uncertainty analysis on a dynamic reservoir model

To deal with uncertainty, industry has been moving towards a probabilistic estimation of
reservoir performance, where P(10), P(50) and P(90) values of predicted performance are
reported (Beliveau, 1995). This method of uncertainty anaysis requires the reservoir
engineer to perform multiple dynamic simulations. The sample size of the simulations must
be large enough to be representative of the uncertainty distributions surrounding model
parameters.

100 equiprobable realizations of the 3D sector model were generated. Geostatistical
parameters were held constant for al realizations, so that the only difference between each
permeability realization is the random path by which cells are assigned permeability values,
calculated by kriging. The 13-component tuned fluid description was used, and 100% CO2
was injected. 4500 days of injection were simulated for each realization. Recovery and GOR
predictions are presented in Fig. 2.49. For this system, predicted recoveries range from 24 —
42 %,; corresponding to a difference of 6775 m3 recovered (58% of the mean volume
recovered). Cumulative distribution of predicted recovery is presented in Fig. 2.50. From this
analysis, P(10), P(50) and P(90) recoveries are 28.1, 33.7 and 39.2%, respectively. The total
time required to simulate injection over the set of 100 realisations was 34.6 minutes. If this
exercise had been performed using finite difference methods, approximately 45 days of
computation time would have been required.
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Different permeability realizations influence breakthrough time and well rates. P(10), P(50)
and P(90) values for well deliverability are summarized in Table 2-24. Probabilistic analysis
of deliverability and breakthrough time allows optimization of facility design and enhances
confidence in hydrocarbon recovery, which can then be applied to decisions about reserves

estimation, project screening, and nominating forward sales contracts of production.

Table 2-24: Summary of uncertainty analysis on well deliverability.

Well  P(10) P(50) P(90)
1 16 41 63
2 74 112 160
3 164 220 281
4 20 43 72
5 48 73 111
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24.4 Field Scale Fine Reservoir Description

A fine scale permeability realization of the study reservoir was constructed (Fig. 2.51).
Model dimensions are summarized in Table 2-25. 100% CO2 was injected for 45000 days
(123 years), corresponding to 1 PVI. Injection well locations and rates were identical to those
in the coarse permeability description of the field scale displacement. Simulations took only
31.9 minutes to complete. These computational times could be reduced, if a shorter, more
reaistic injection period was simulated.

Table 2-25: Dimensions of field scale displacement model.

Number of active grid blocks 606960

Dx (m) 25
Dy (m) 25
Dz (m) 10
Number of wells 16 (3 injector2, 13 producers)

After 1 PVI, ultimate recovery is very low. From the saturation distributions, we can
easily visualize the remaining unswept areas of the reservoir (Fig. 2.52). The current injector
producer configuration isnot optimal.
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Fig. 2.51. Fine scale permeability distribution (mD) of field scale model.
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Three simulations ng aternate devel opment scenarios were performed:

e injectors, alternate injector well placement.
e 4injectors,
e 5injectors.

In all cases, positions of existing wells were honored. Additional injectors were added at
the expense of removing a producing well. Saturations plots of each development scenario
are displayed in Fig. 2.52. Predicted recoveries and GOR as shown in Fig. 2.53. The
streamline method allows easy visudization of natural flow paths in the reservoir and
injector-producer relationships. Using streamline simulation, we can make quick assessment
of aternate development scenarios.
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3 wells: Alternate
1.000

injector placement
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Fig. 2.52. Saturation distributions after 1 PV injected for well placement scenarios of the
fine scale geological model.
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Fig. 2.53. Recovery and GOR predictions for well placement scenarios of the fine scale
geological model.

245 Conclusions

In gas cycling schemes for enhanced condensate recovery, the assumptions of no gravity and
viscous cross flow, no capillarity and no physical diffusion are valid where the displacement
is heterogeneity dominated. Simulations of these systems using streamline methods that
neglect these effects yield results comparable to finite difference methods that consider these
complex physical phenomena.

Recovery efficiency is a complex balance between local displacement efficiency and
globa sweep efficiency. For the system investigated, numerical dispersion associated with
finite difference simulation increased the contact area of the injection gas and reduced the
velocity of the fronts. These effects increased globa sweep efficiency and delayed gas
breakthrough, respectively, yielding optimistic recovery predictions. The effects of

94



numerical dispersion are not present in the streamline method with analytical solutions. This
results in lower recovery predictions. In systems where physical dispersion is small relative
to convection forces, the streamline method more accurately models fluid displacement
patterns in the subsurface. Accurate prediction of swept zones is critical in determining
placement of infill producers or injectors.

Analytical solutions provide insight concerning physical phenomena occurring in the
reservoir. For the reservoir fluid considered, efficient recovery of condensate by injection of
pure CO, occurs through a series of vaporizing shocks. As the resulting vapor phase
propagates through the reservoir, vaporized components dissolved into the condensate phase
forming abank at the leading edge of the displacement. Using finite difference methods, fine
resolution (on the order of 1000 grid blocks between injector and producer) is necessary to
visualize these features; otherwise they will be masked by numerical dispersion.

The high computation speed afforded by streamline methods make compositional
streamline simulation an effective tool for evaluating gas injection in a condensate reservair.
Reduced computationa time relative to finite difference methods allow more detailed
representation of phase behavior in the equation of state description, and high resolution
representation of permeability heterogeneity in the reservoir. Compositional simulation for
grids with amillion cellsin areasonable period of timeis now possible.

This section demonstrates the power that compositional streamline simulation has as a
tool for management of condensate reservoirs. Displacement in these systems is dominated
by heterogeneity. Complex physics like capillary forces, gravity and natural diffusion can be
neglected. In its current formulation, the analytical methods for calculating the 1D solution
do not consider these effects. Incorporation of capillary and gravity effects into the
analytical solution will make compositional streamline simulation more applicable to a
broader range of reservairs, such as miscible displacementsin oil reservoirs.

For the purposes of calculating phase behavior, the analytical solution assumes a fixed
pressure (see Chapter 5 for more discussion of this point). As aresult of this assumption, near
well bore phenomena specific to condensate reservoirs, such as condensate banking,
productivity impairment and viscous stripping cannot be incorporated. Such effects can have
a dramatic impact on well productivity. Reliable predictions of productivity are essential in
establishing the devel opment strategy of an asset. Development of fast numerical methods to
account for near well pressure gradients will make productivity prediction more robust.
Related to this issue is the assumption of constant injection and production conditions. In
many gas cycling schemes, limitations on gas availability result in a partial voidage
replacement scheme. As the field are depleted, average reservoir pressure declines.
Numerical methods for solving the 1D flow problem as injection and production pressures
decline allow consideration of a broader range of devel opment scenarios.
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2.4.6 Nomenclature

H =reservoir thickness, m

kag = average reservoir permeability, n?
Ki = dispersion coefficient

L =reservoir length, m

M = mobility ratio

Ng = Bond number

Noy = transverse capillary number

Ngw = gravity number

Pe = Peclet number

Penum = numerical Peclet number

v = Darcy flow velocity

@ = porosity

¢ =dimensionlesslength

M =Viscosity

Ap = density difference between injected fluid and reservoir fluid
T =dimensionlesstime

o =interfacial tension

2.5 Improved accuracy of compositional streamline smulation

25.1 Introduction

The overall goal of this research is to improve the accuracy and efficiency of the streamline
method in ssimulating compositiona problems such as those that occur in miscible or near-
miscible gas injection processes. In Section 2.2 we described a one-dimensional (1D)
compositional finite difference solver based on a high order upwind scheme and adaptive
mesh refinement that is appropriate for use in a compositional streamline simulator. In this
section, we propose new mappings to and from streamlines that improve the accuracy of the
streamline method for problems in which the flow pattern does not remain fixed for large
time intervals. Such problems require that streamlines be periodically updated in order to
account for changing flow directions and the treatment of gravity terms (Thiele et al., 1996;
Bratvedt et al.,1996). For each set of streamlines, fluids must be mapped from an underlying
background grid to the streamlines, moved forward in time and then mapped from the
streamlines to the background grid. The mappings introduce numerical smearing as well as
mass balance errors. When streamlines are updated frequently, the mapping error limits the
overall accuracy of the streamline method. The improved mapping algorithms described in
this section are aimed at minimizing this type of error.

Most methods for compositional simulation are based on Eulerian grids (see Aziz and
Settari, 1979). The well-known IMPES methods are limited by severe stability restrictions
on the time step size. On the other hand, fully implicit methods (FIM) are limited foremost
by the number of unknowns in compositional smulation. Adaptive implicit methods (AIM)
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have been formulated to reduce the number of implicit unknowns required by FIM and to
alleviate the time step restrictions associated with moving compositions explicitly throughout
an entire reservoir (Thomas and Thurnau, 1983). The computation time required for
simulation can of course also be reduced through parallelization. Recently an effort has been
made to include adaptive mesh refinement (AMR) in compositional ssimulation (Sammon,
2003). AMR focuses computational effort in regions near fronts to accurately capture the
local displacement efficiency.

As an aternative to the above Eulerian methods mentioned above, Euler-Lagrange type
methods can be used. The Euler-Lagrange localized adjoint methods (ELLAM) take
advantage of the stability of Lagrangian methods over long time steps and do not suffer from
the mass conservation errors often observed with similar methods (Celia et al., 1990). Some
linearization is required to apply ELLAM to the compositional model (Chen et al., 2000).
This linearization may not be suitable for near-miscible displacements. Streamline methods
are another class of Euler-Lagrange type methods based on the physical observation that in
heterogeneous reservoirs the time scale at which fluids flow along streamlines is often much
faster than the time scale at which the streamline locations change significantly. This allows
decoupling of the transport problem into a sum of 1D problems aong streamlines. Studies
have shown that streamline methods can predict the global sweep of water floods in
heterogeneous reservoirs effectively (Peddibhotla et al., 1997; Batycky et al., 1997). The
extension of streamline methods to compositional simulation is promising and has been
discussed in Thiele et al. (1997); Crane et al. (2000) and Jessen and Orr (2004).

In Section 2.2 we presented a 1D finite difference solver based on a third order upwind
essentially non-oscillatory scheme and AMR that is appropriate for predicting local
displacement efficiency in a compositional streamline ssimulator (Malison et al., 2003).
Changes in the mobility field can be included by periodically resolving for the velocity field
and updating the locations of the streamlines (Thiele et al., 1996). Gravity and other sources
of cross flow can be incorporated through operator splitting (Bratvedt et al., 1996). Both
techniques can lead to accurate predictions of global sweep; however, as the number of
streamline updates and operator-splitting steps increase the errors due to mapping fluids to
and from streamlines also increase. When accurate methods are used for transport aong
streamlines, the mapping errors can be the largest source of error in the streamline algorithm.
These mappings smooth saturation fronts and generally introduce mass balance errors. Both
of these errors can lead to inaccurate global sweep predictions.

Most previous attempts at reducing mapping errors have focused on mapping from an
outdated set of streamlines directly to a newly computed set (Bratvedt et al., 1996;
Peddibhotla et al., 1997). This type of projection is problematic in 3D. We map between
streamlines and a background grid to allow for the redistribution of fluids on the background
grid due to forces that are not aligned with the principal flow direction. The work of several
authors relies on fluids residing on a background grid in addition to a set of streamlines
(Karlsen, 2000; Berre et al., 2002; Ichiro et al., 2003). Gautier et al. (1999) were able to
reduce mapping errors by mapping between streamlines and a refined background grid.
However, their strategy requires that the streamline method be applied directly to this
globally refined grid. For compositional problems where the computation cost of each
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streamline solve is significant this approach may not be practical. The mappings proposed
here reduce errors and at the same time require fewer streamlines to obtain accurate results.

2.5.2 Governing equations

We consider a simple, two-phase model for miscible gas injection based on the assumption
of incompressible, Darcy flow. Gravity, capillary forces and dispersive forces are neglected
for ssimplicity although they can be included in streamline methods as mentioned in the
previous section (Bratvedt et al.,1996; Berre et al., 2002; Ichiro et al,.2003). These
simplifications alow us to isolate the mapping errors.

Darcy’ s law for the average velocity is given by

i = kAVp. (2.74)

Here p is the pressure and Kk is the (scalar) permeability. The fluid mobility A4 will be
specified below. Combining Darcy’s law with the incompressibility condition V-i=0 yields
an elliptic pressure equation:

V- (kAVp)=q. (2.75)

g represents a source or sink term due to wells or boundary conditions. The specific boundary
conditions and permeability fields used in tests of the proposed method are described below.

Mass conservation for the injected fluid gives the following hyperbolic transport
equation:
(2.76) ¢aa—f+a-vszo,
where 0<&<1 is the volumetric saturation of the injected fluid. Source and sink terms have
been neglected for simplicity.¢is the porosity of the porous medium and t is time. Eq. (2.76)
is linear since we have assumed that the transport of the injected fluid is not hindered by the
presence of the resident fluid. Generally this is the case when the injected and resident fluids
have identical properties. While thisis not true in gas injection processes, the development of
miscibility serves to reduce the interfacial tension and other differences between the gas and
oil phases at the advancing miscible front. So, flow described by Eq. (2.75) and Eg. (2.76)
can be used as an approximation to gas injection in the case that miscibility has fully
developed.

In gas injection processes, the mobility of the gas is often greater than the mobility of the
resident oil. To include this effect in our model we let the mobility depend on the saturation
of the injected fluid. First, we introduce the end-point mobility ratio,

M= Mo (2.77)
A M
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The viscosities of the injected and resident fluids are 1 and o, respectively. For saturations
0 < S< 1 we calculate the mobility using a quarter-power mixing rule,

A(S)= [(1— S)+ M 15}4. (2.78)

A potentially strong coupling isintroduced between Eqg. (2.75) and Eqg. (2.76) by allowing the
mobility to depend on the saturation of the injected fluid.

In gas injection processes the end-point mobility ratio istypicaly unfavorable (M > 1). In
a homogeneous medium the resulting displacement front will be unstable, and so-called
viscous fingering can occur. In a heterogeneous medium, however, the variation in
permeability servesto channel theinjected fluid along high permeability paths (Araktingi and
Orr, 1993; Tchelepi and Orr, 1994). We focus on the heterogeneous case to avoid
complications and because it is of practical interest.

Fig. 2.54: The standard mapping to streamlines assumes a piecewise constant representation
of saturations on the background grid (a). The resulting 1D profile along
streamlinesis also piecewise constant (b).

2.5.3 Streamline method

The streamline method solves the coupled system given by Eq. (2.75) and Eq. (2.76) in a
sequential fashion. Given suitable initial and boundary conditions, the pressure and velocity
fields are found numerically from Eq. (2.75) and Eq. (2.74). This velocity is used to advance
the transport equation Eqg. (2.76) by some time increment. To avoid the severe time step
restrictions imposed by solving Eq. (2.76) explicitly on a fixed background grid, streamline
methods interpret the transport equation in a Lagrangian sense using the operator identity,

9
9

Here £ is arc length measured along a streamline. This identity is vaid for al time if the
velocity field is steady. For the flow considered here, this occurs only for fixed
boundary/well conditions and a unit mobility ratio. Streamline methods assume that EQ.
(2.79) is valid over some time interval between pressure solves. Eq. (2.76) can be used with
Eq. (2.79) to define a transport equation associated with a streamline,

G-V =g (2.79)
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at (2.80)
An additional rescaling of the 1D transport equation along streamlines is often performed
using,

[ |— = ¢— (2.81)

Theintroduction of the time of flight zleads to the dimensionless form along streamlines,

0S 9S_, 9S S
o ar (2.82)
The decomposition (Eg. (2.79) — Eq. (2.82)) replaces the single transport given by Eqg. (2.76)
with a set of independent 1D equations that must be solved at each time step. See King and
Datta-Gupta (1998) for a more detailed discussion of this decomposition. The stages in one
time step of the streamline method can be summarized as follows:

Pressure solve: Finite difference or finite volume methods are generally used to discretize
the pressure equation (Eqg. (2.75)) on afixed background grid. The velocity field is computed
using Darcy’s law Eq. (2.74). An dternative approach is to solve for the velocity directly
with a mixed finite element method (Chen et al., 2000). For simplicity we use a finite
difference discretization on a 2D Cartesian grid and a direct sparse solver for the resulting
system of equations.

Streamline Tracing: Streamlines are traced in the velocity field using a technique
developed by Pollock (1988). We trace streamlines forwards (downstream) and backwards
(upstream) from points on the interior of our domain until a boundary or a well is
encountered. Partial or local streamline tracing is also possible Berre et al., 2002. To ensure
adequate streamline coverage we launch streamlines from the centers of background grid
cells until at least one streamline crosses every cell. This approach is sufficient for the
purpose of studying mapping errors but we are developing a more robust strategy that traces
streamlines more selectively. This new strategy for ensuring proper streamline coverage and
an improved method for tracing streamlines will be presented in a future paper.

Mapping to streamlines: Given a traced streamline, the injected fluid saturation must be
initialized along that streamline before that profile can be advanced in time with Eq. (2.82).
The first order mapping used in most streamline simulators assumes that saturations are
piecewise constant on the cells of the background grid. These constant values are taken from
each background grid cell and assigned to the 1D streamline segments that cross those cells
(See Fig. 2.54). The assumption that saturation is constant on cells of the background grid
introduces a discretization error that smoothes saturation fronts.

The 1D grid defined by tracing a streamline across the background grid is often highly
irregular. In fact, there is no bound on the ratio of adjacent grid cell sizes since streamlines
can pass arbitrarily close to vertices of the background grid. When finite difference schemes
are used for transport along streamlines, the initialized 1D saturation profile is often
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remapped to a more regular 1D grid before proceeding. We remap to a uniform 1D grid to
simplify the application of adaptive mesh refinement (AMR) in our 1D finite difference
solver.

In the following section we propose a more accurate method for mapping from the
background grid to streamlines based on a piecewise linear representation of saturations on
the background grid.

Transport along streamlines. Several techniques have been proposed to solve the
transport equations along streamlines. For the compositiona model the solution of the
transport equations can be challenging even in 1D but here our task is simplified by the
linearity of Eg. (2.82).

If the initial saturation profile is constant then analytica methods can often be applied to
solve the resulting Riemann problem (Seto et al., 2003). Also, if a fast Riemann solver is
available, front tracking can be performed along streamlines (Berre et al., 2002). We prefer
explicit finite difference schemes for solving transport along streamlines due to the relative
ease with which they can be applied to complicated transport problems. The often severe
time step size restriction associated with explicit finite difference schemes in muilti-
dimensiona simulations is alleviated in this context since time steps can be chosen
independently for each streamline.

In Section 2.2 we proposed a third order upwind, essentially non-oscillatory (ENO) finite
difference scheme for two-phase, multicomponent flow. Here we use a similar scheme to
propagate saturations along streamlines although simpler second order schemes are likely to
give comparable results. High order schemes can achieve accurate results more efficiently
than first order schemes by using coarser grids along streamlines. To further improve the
efficiency of our 1D solver we have incorporated AMR along streamlines as discussed in
Berger (1982).

Mapping to the background grid. Saturations must be mapped from the set of streamlines
to the background grid in order to complete a time step of the streamline method. The
saturation of a background grid cell is typically chosen as a weighted average of the
saturations along the N streamlines crossing the cell, in the form,

N
Seall = ;vviS- (2.83)

Here, S is the saturation of a streamline segment. The streamline segments considered here
are defined by the tracing and are the same as those shown in Fig. 2.54. The 1D profiles must
be remapped to these segments if a different 1D grid was used in stage 4. The weights w; are
commonly chosen according to their time of flight in the grid cell,

__ 4
<N,
Zk:lATk

Clearly this mapping requires that at least one streamline cross each background grid cell. In

W (2.84)
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regions of the domain where saturation is nearly constant we feel that this requirement is
overly restrictive. However, where steep fronts in saturation exist severa streamlines are
required for reasonable predictions. In practice it is not necessary for all of the weights to be
known before estimating saturation with Eq. (2.83). As each streamline solve is performed,
Eqg. (2.83) and Eq. (2.84) can be updated for the underlying grid cells without knowledge of
the other streamlines.

In the following section we show that estimating saturations as described above is the
primary source of mass balance errors in streamline method. We investigate a new choice for
the weights based on Kriging that accounts for the locations of the streamline segments and
their proximity to each other.

Each global time step of the streamline method consists of the above five stages. If
boundary and well conditions remain fixed, streamline methods can often take large global
time steps relative to conventional IMPES methods. When finite difference schemes are used
in stage 4, they typicaly take severa local time steps within each global time step. For
simplicity we use uniform global time steps here although other strategies have been
proposed (Ichiro et al., 2003).

If gravity is included, stages three through five must be repeated at each time step using
vertical gravity lines to segregate fluids (Bratvedt et al., 1996). Dispersive forces can be
included by introducing a sixth stage in which fluids are redistributed by solving a parabolic
equation on the background grid (Karlsen and Risebro, 2000; Berre et al., 2002).

¢
j_._L

Fig. 2.55: Synthetic permeability field and streamlines used in our first example. The
domain is square with unit length and 60 cells in each direction. Pressure at the left boundary
isfixed at one and on the right is zero. No flow boundary conditions are imposed on the top
and bottom. For simplicity the porosity is constant and equal to unity.

254 Resultswith standard mappings

In this section we test the streamline method using a unit mobility ratio in order to
demonstrate the nature of the mapping errors. With a unit mobility ratio the velocity field and
streamline locations do not depend on saturation so only a single global time step is required.
By including additional steps we can observe the accumulation of mapping errors. The
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synthetic permeability field used in thistest is shown in Fig. 2.55 aong with the streamlines
used for each run. The grid density along streamlines was chosen such that there are twice as
many 1D cells as underlying background grid cells. This 1D grid is adaptively coarsened
away from saturation front. We used four grid levels with aratio of two between each levdl.

Fig. 2.56 shows the saturation fields computed with 1, 5, 10 and 20 global time steps. As
the number of time steps increases, the numerical smearing due to the mappings aso
increases. With a unit mobility ratio the global sweep of the displacement front is not
strongly influenced by smearing. Later tests with an adverse mobility ratio demonstrate that
this is not always the case. To reduce the numerical smearing we will introduce a more
accurate method for mapping saturations to streamlines.

a) b)

Fig. 2.56: Saturation fields computed using the standard mappings and (a) 1, (b) 5, (c) 10
and (d) 20 time steps. As the number of time steps is increased, the numerical smearing due
to the mappings to and from streamlines also increases.

In this test, the mass balance errors for the injected fluid are 1.9%, 5.5%, 9.3% and 15%
for runs @) through d), respectively. In each case the mass of injected fluid is underestimated.
Similar results are obtained with the weights are determined by arc length rather than time of
flight. The mass balance errors are large because the displacement front is sharp, irregularly
shaped and not closely aligned with the grid. The permeability field used in this test was
chosen specifically to exaggerate these features of the front. If the flow is aligned with the
grid or if the saturation field is smooth, then the mass balance errors will generaly be
smaller. The mass balance problem is due to the mapping from streamlines to the background
grid in stage 5 and can be understood by examining the streamline distribution in Fig. 2.55.
Many streamlines are clustered near the boundaries of the low-permeability obstructions in
the field. The time-of-flight weighting in EQ. (2.84) does not take into account the relative
positions of streamlines within cells. Hence, streamlinesin close proximity to one another are
weighted incorrectly. The situation is not significantly improved by adding more streamlines
since the additional streamlines tend to cluster in the same fashion.
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One possible strategy to improve these mass balance errors is to assign a flux to each
streamline and include this flux when determining the weights. If the flux reflects the
clustering of streamlines correctly, then the mass balance errors can be improved. By
experimenting with different fluxes we were able to reduce the mass balance error to —2.6%
in the case with 20 time steps. The flux for each streamline was taken as the flux though the
background grid face at the upstream end of the streamline divided by the number of
streamlines originating at that face, as suggested in Batycky (1997). In general, the accurate
determination of fluxes is difficult without a priori knowledge of all streamline locations.
Assigning fluxes to streamlines also places a severe restriction on possible tracing strategies
and, in particular, requires that all streamlines begin and end at boundaries or wells. We view
this as a severe limitation since we plan use loca streamline tracing to gain efficiency in the
compositional case. To improve the mass balance of the streamline method we propose a
different approach to computing the weights based on Kriging.

25.5 Improved streamline mappings

As demonstrated in the previous section, the standard mappings introduce numerical
smearing and mass balance errors. To reduce this type of error, in this section we introduce
more accurate methods for mapping saturations between streamlines and the background
grid. We describe our improved mappings in 2D although they have been designed to work
well in the 3D case.

2.5.6 Improved mapping to streamlines

The numerical smearing observed in Fig. 2.56 is due primarily to errors introduced when
mapping saturations from the background grid to streamlines in stage 3. The standard, first
order method is based on a piecewise linear approximation of the streamline path and a
piecewise constant representation of the saturation field on the background grid. Because the
velocity field is typicaly smooth, we will continue to assume a piecewise linear streamline
path. Similar to finite difference schemes, the smearing is due to the assumption of a
piecewise constant saturation field. To improve the accuracy of the mapping we will utilize a
piecewise linear reconstruction of the saturations on the background grid.

For each cell crossed by a streamline, we find the linear saturation profile within the cell
by computing derivatives of saturation with respect to each of the coordinate directions.
Unfortunately, the straightforward computation of derivatives can introduce overshoots and
nonphysical saturations (S< 0 or S> 1) in the mapping. To avoid these complications we
use slope limiters when computing derivatives as is common with total variation diminishing
(TVD) finite difference schemes (Van Leer, 1979). For smplicity assume a uniform
Cartesian background grid. In the x-coordinate direction we use the approximation,

f;_izlp(ri).%, n=%- (2.85)
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Herei is the x-index of the background grid cell and ¥() is a limiter function. The y-index
has been dropped for clarity. We use the Superbee limiter,

¥(r)=max(0,min(2r 1),min(r 2)). (2.86)

Other limiters can also be used. See Sweby (1984) for a comparison of limiters in the context
of finite difference schemes. The derivative in the y-coordinate direction is computed
similarly.

Given x- and y-derivatives, the saturation at the points where the streamline enters and
exits the cell can easily be computed. The resulting 1D profile is piecewise linear with
discontinuities where the streamline crosses the background grid. Fig. 2.57a gives an
illustration of our improved mapping to streamlines. We remap this profile onto to a uniform
1D grid that is used to initiaize the finite difference solver. Fig. 2.57a shows the results of
applying our improved mapping to streamlines to the example of the previous section.

a)

b)

Fig. 2.57: Our improved mapping to streamlines utilizes a piecewise linear representation of
saturations on the background grid (a). The resulting 1D profile along streamlines is aso
piecewise linear (b).

25.7 Improved mapping to the background grid

By improving the accuracy of the mapping to streamlines, the amount of numerical smearing
introduced in the streamline method is reduced. The mass balance errors, however, are not
reduced significantly as they are introduced primarily through the mapping from the
streamlines to the background grid. We view the mapping to the background grid as an
unstructured interpolation problem. The standard mapping given by Eqg. (2.83) and Eq. (2.84)
IS not an accurate interpolator because the weight given to a streamline segment is
determined without regard to the positions of other streamlines. Hence, the weights computed
with Eq. (2.84) are not able to account for the clustering of streamlines,

To improve the accuracy of the mapping to the background grid we use the same form
Eq. (2.83) but account for the correlation between streamline segments when computing the
weights. This generalization leads to a Kriging interpolation scheme, or equivalently, radia
basis function (RBF) interpolation. The proximity or correlation between a streamline
segment L and a background grid cell V is given by,

PLV)= 1T ol
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(2.87)

@(.) isthe covariance or RBF and |.| denotes Euclidean distance. The integrals are taken over
al points x aong the streamline segment and all points x* within the grid cell (see Fig.
2.58). The proximity between two streamline segments L and L “is given by,

@(L,L’)—; | .[gb(]x—x’

e )dx'cix. (2.88)

xel xel’

Fig. 2.58 gives an illustration of correlations Eq. (2.87) and Eqg. (2.88).

a) b)

Fig. 2.58: Kriging utilizes both the proximity of streamlines to the background grid cell (a)
and the proximity between streamlines (b). Because both of these correlations (shown as
dotted lines) are included, the Kriging weights are accurate when streamlines are clustered.

Using Eqg. (2.87) and Eqg. (2.88) the Kriging system can be constructed in the following

matrix form:
K Pl|w k
o olel o)

Here K is a symmetric N by N matrix representing the correlation between streamline
segments. Its entries are given by,

Ky =®(S,5), i,j=1.N. (2.90)

Similarly, the N-vector k has entries k; =@ (S V) and represents the correlation between
the streamline segments and the grid cell whose saturation is to be interpolated. In practice
we use Simpson’s rule to evaluate the volume integral in Eq. (2.87) and the midpoint rule to
evauate the line integrals in Eq. (2.87) and Eq. (2.88). The entries of the M-vector ¢ are
Lagrange multipliers that constrain the interpolation according to some trend. The trend is
typically represented by a polynomia. We use a linear trend that yields three constraints in
2D. These congtraints are enforced by choosing the M by N matrix P and the M-vector p
appropriately. See Deutsch and Journel (1992) for more details on the construction of the
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Kriging system.

We use a covariance@(h) = hn(h). This covariance corresponds to a spline RBF and
yields a nonsingular Kriging system if the streamline segments used for interpolation are not
collinear. This model has given accurate results in our tests, although other models can be
used. For each cell on the background grid we search for the nearest streamline segments and
include those segments in the interpolation Eq. (2.83). The number of streamline segments to
include is fixed for each example. We directly interpolate from the streamline segments
output from our 1D finite difference solver rather than remapping to the traced streamline
segments. Because our 1D solver uses AMR, the number of segments to store prior to
mapping to the background grid is greatly reduced. Since the nearest streamline segments are
always used for interpolation Kriging does not require that every background grid cell be
crossed by a streamline. Hence, fewer streamlines are required away from saturation fronts.

Fig. 2.59b shows the results of applying both of our improved mapping strategies to the
example of the previous section with 20 steps. 20 streamline segments were included in each
Kriging system. The mass balance error remains below 0.5% for this run as well as the runs
with 1, 5 and 10 global time steps.

a) 1

0

Fig. 2.59: Saturation profiles shown were computed with 20 time steps using () improved
mapping to streamlines and time-of-flight weighting to map to the background grid, and (b)
improved mapping to streamlines and Kriging to map to the background grid.

258 Results

In this section we consider two more realistic examples and compare our improved mappings
to the standard mappings. The permeability fields are both taken from the Tenth SPE
Comparative Solution Project (Christie and Blunt, 2001). To mimic gas injection processes
we use an unfavorable mobility ratio, M = 10.

Example 2. The permeability field used in this example was taken from slice 9 and is shown
in Fig. 2.60 along with a sample of traced streamlines. Despite appearing smooth, the
permeability varies by four orders of magnitude in this case. Fig. 2.61 compares the
saturation fields computed with the standard streamline mappings to those computed with our
improved mappings. Runs with 5, 10 and 20 global time steps are shown. Due to the changes
in mobility, the gas front extends further into the domain as the number of stepsis increased.
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For both methods, the improvement in capturing mobility changes competes with an increase

Fig. 2.60: (a) Permeability field used in our second example was taken from layer 9 of the
SPE 10 model. (b) Approximately 150 streamlines were required to cover each cell with at
least one streamline. Other parameters are used in this example are the same as in the
previous example.

Fig. 2.61: Example 2 was run using 5 (top), 10 (middle) and 20 (bottom) global time steps.
Saturation fields (a), (c) and (e) were found using the standard mappings to and from
streamlines. The cases shown in (b), (d) and (f) were computed with our improved strategies
for mapping saturations to and from streamlines.
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in mapping error as more steps are taken. Relative to the standard mappings, our improved
mappings introduce less numerical smearing in the solution. Mass balance errors are aso
reduced with the improved mappings from 1.9% to 0.3% with 5 steps, from 3.8% to 1.1%
with 10 steps and from 5.2% to 2.6% with 20 steps. For the standard mappings, the mass
balance errors are smaller for this example than with the previous synthetic example. This
due to the fact that the streamlines are more evenly distributed and somewhat aligned with
the grid. For the improved mappings the mass balance errors are much higher than in the
previous example. This is due to the more irregular shape of the displacement front. We
repeated these runs and increased the number of streamlines so that at least two cross every
background grid cell. The mass balance error with the improved mappings was reduced to
1.1% with 20 steps. The results with the standard mappings did not improve.

Example 3. The permeability field used in our final example is taken from layer 59 and
contains well-defined channels. In this case approximately 350 streamlines were required to
cross every background grid cell once. The permeability field and a sample of streamlines are
shown in Fig. 2.62. Fig. 2.63 compares the saturation profiles obtained with the standard and
improved mappings for the cases of 5, 10 and 20 global time steps. As expected the injected
gas flows preferentially down the high permeability channels and achieves a low global
sweep efficiency in al cases. With the standard mappings the gas front is smeared by the
mappings much more than with the improved mappings. The mass balance errors are aso
extremely high with the standard mappings: 16% with 5 time steps, 23% with 10 time steps
and 30% with 20 time steps. The improved mappings generate 0.2%, 0.5% and 3.3% mass
balance error with 5, 10 and 20 global time steps. With enough streamlines to cross every cell
twice, the mass balance error with the improved mappings was reduced to 0.6% with 20
steps. As in the previous case, the results with the standard mappings were not improved by
adding streamlines.

2000

150

Fig. 2.62: (a) Permeability field used in our final example was taken from layer 59 of the
SPE 10 moddl. (b) Approximately 350 streamlines were required to cross each
cell at least once. Other parameters are used in this example are the same as in
the previous examples.
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2.5.9 Discussion

In al of the tests described, the improved mappings reduce numerical smearing of the
saturation fronts and reduce mass balance errors relative the standard mappings. The
improved method suggested here for mapping saturations to streamlines requires only a small
modification to the standard method and does not significantly increase the computation time
of streamline-based simulation. In addition, the extension of this improved mapping strategy
to the compositional case is straightforward. Here we have used a 1D finite difference solver
along streamlines although improved mapping to streamlines will also be beneficial if front
tracking is used.

The mapping from streamlines to the background grid is the more challenging of the two
mappings. Our tests show that the standard time-of-flight weighting is not sufficiently
accurate when streamlines become clustered. Determining weights by considering fluxes
along streamlines may improve mass balance errors somewhat; however, our experience
suggests that accurate determination of fluxes will prove difficult and will limit the possible
tracing strategies that can be used to ensure adequate streamline coverage. In particular, we
are interested in using local or partial streamline tracing and fluxes will be difficult to assign
inthis case.

The Kriging interpolation suggested here for mapping from streamlines to the
background grid does not require that fluxes be assigned to streamlines and is not limited to
any particular tracing strategy. The Kriging weights naturally account for the clustering of
streamlines. We have presented resultsin 2D, but Kriging in 3D requires few modifications.

The results reported suggest that Kriging can significantly improve the mass balance of
streamline-based simulation. The number of streamline segments included in each Kriging
system was fixed for each case considered here. A more robust and potentially more accurate
strategy would be to vary this number localy according to streamline density. The
covariance model used in our tests gave good results, but we will test other models in future
work. In particular we suspect that in highly heterogeneous 3D cases some accuracy may be
gained by using an anisotropic covariance model. In addition to these improvements we will
be investigating new strategies for tracing streamlines that will ensure adequate streamline
coverage using aminimal number of streamlines.

Relative to the standard time-of-flight weighting, there is a computational cost associated
with Kriging. The additional effort is warranted due to the improvements in accuracy
observed. Even with Kriging, the mgority of the overall computation time was spent solving
the 1D saturation equations along streamlines. When more complicated fluid descriptions
such as the compositional model are used, the 1D streamline solves will increase in cost,
while the cost associated with Kriging will remain nearly constant. In the case that many
components are used in the fluid description, the Kriging system need only be solved once
for each cell and the same weights can be used to map each component. Fluid phase behavior
must be accounted for when apply this Kriging strategy to the compositional case. This
extension will be described in future work.
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Fig. 2.63: The final example was aso run with 5 (top), 10 (middle) and 20 (bottom)
global time steps. Saturation fields (a), (c) and (e) were found with the standard
mappings. The results shown in (b), (d) and (f) were computed with our improved
mappings to and from streamlines.

2.5.10 Conclusions

Test results reported here confirm that the streamline method can achieve high-resolution
results when applied to a ssmple model for miscible flooding if few global time steps are
taken. These tests also show that as the number of time steps is increased the standard
mappings to and from streamlines introduce numerical smearing of saturation fronts and
significant mass balance errors. The errors introduced by the mappings can adversely effect
the predictions of global sweep as seen in our examples. The mass balance errors reduce the
reliability of predictions and in our tests are not improved by including additional streamlines
if the standard mappings are used.

The numerical smearing is controlled primarily by the method used to map saturations

from the background grid to streamlines. The standard mapping to streamlines uses a
piecewise constant representation of saturations on the background grid. By constructing a
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piecewise linear representation of saturations we were able to reduce the smearing of
saturation fronts in our tests. The improved mapping to streamlines can easily be
incorporated in any streamline-based simulator.

Mass balance errors are introduced primarily by the mapping of saturations from
streamlines to the background grid. Simple time-of-flight weighting of streamline segments
introduces large errors when streamlines become clustered. An aternative is the use of a
Kriging interpolation scheme to map saturations from streamlines to the background grid.
Kriging naturally accounts for the clustering of streamlines and in our tests reduces mass
balance errors relative to time-of-flight weighting. Increasing the number of streamlines
further reduces the mass balance errors obtained with Kriging.

26 Summary

In this Chapter, we have demonstrated that when reservoir heterogeneity controls flow paths,
and when effects of gravity segregation and capillary crossflow are small, compositional
streamline simulations are appropriate, and they are orders of magnitude faster than
conventional finite-difference compositional simulations. The example given in this chapter
of simulation of condensate recovery illustrates that point. In that example, a combination of
an analytical solution for the condensate displacement process along a single streamline with
a streamline representation of the effects of heterogeneity on the flow was used to perform
simulations that were much less subject to the effects of numerical smearing than the
corresponding finite difference simulations and much faster to perform. We also demonstrate
how to apply higher-order accurate numerical schemes along streamlines for situations where
streamlines must be updated periodicaly to account for changes in mobility in the porous
medium. Finally we address the mass-conservation problem associated with the streamline
approach and demonstrate how more accurate streamline methods can be devised through
application of sophisticate interpolation schemes to and from the background/pressure grid.
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3 Analytical Solutionsfor One-Dimensional Flow

The previous chapter demonstrated that analytical solutions for one-dimensiona flow can be
put to good use in streamline computations. A substantial body of mathematical theory now
exists for construction of anaytical solutions to the dispersion-free 1D flow problem
(Monroe et al., 1990; Johns et al., 1993 and 1996; Johansen et al., 1994; Dindoruk et al.,
1992 and 1997). Those investigations considered four-component systems primarily, but
special case solutions for systems with more than four components were reported for fully
self-sharpening displacements by pure injection gases. The first systematic attempts to
describe multicomponent gas/oil systems were restricted to calculation of the minimum
miscibility pressure (MMP: Wang and Orr, 1997; Jessen et al., 1998; Wang and Orr, 2000).
Those calculations were based on identifications of the key tie lines that control miscibility.
Calculation of the full analytical solutions for multicomponent oils and gases was not
required to determine the MMP and was not attempted. In the work of Jessen et al., 2001, the
results of previous works were integrated in a new approach alowing automatic generation
of 1D solutions for the special case of no volume change on mixing. The restriction of no
volume change on mixing was later relaxed for fully self-sharpening systems (Ermakov,
2000; Jessen, 2000).

In the following sections, we complete the analytical theory of gas injection processes by
combining the work of Ermakov, (2000) and Jessen et al. (1999) with an approach for
describing systems with nontie-line rarefactions. The resulting tool alows automatic
generation of 1D solutions to multicomponent two-phase flow including effects of volume
change on mixing. We aso apply the theory to obtain the first analytical solutions for
condensate displacement.

3.1 Analytical solutionsfor multicomponent gas/oil displacements

In this section, we consider one-dimensional flow of multicomponent gas/oil mixtures, and
we include the effects of volume change as components move from one phase to another.
When CO, displaces an oil at moderate pressure, for example, CO, that dissolves in
undisplaced oil occupy significant less volume than CO, in the vapor phase. In that situation,
volume is lost, and the displacement velocity slows as a result. The mathematical approach
described in this section accounts for that volume change in addition to the interactions of
phase equilibrium and flow that are so important in gas injection processes.

The mass conservation equations for multicomponent, dispersion-free two-phase flow in
one dimension can be written as (Dindoruk, 1992).

G oH, .
—_ _':O’ =1., s 31
ar+a§ i=1..,n, (31)

where G; isthe molar concentration of component i

G =Xpol-S+ yipyDS , (3.2)
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and H; is the molar flux of component i

H; ZUD(Xipr(l_ f)+ yipny) - (33)

Egs. (3.1) - (3.3) are given in dimensionless form. The dimensionless form is obtained by
introducing the variables

t Z pj u
’ =, p =, Up =
oL g L P P 0 Uinj

(3.4)

where Uiy is the injection velocity, t isthetime, ¢is the porosity and L isthe overall length of
the porous medium. The distance from the inlet is given by z and the molar density of the
initial fluid is denoted pin. The phase equilibrium of the fluids are introduced in the flow
equations by the molar density of phase j and the corresponding equilibrium vapor (y;) and
liquid (X)) compositions of component i. Finaly, Sis the volumetric vapor phase saturation
and f is the fractiona flow of vapor related to S. In the examples described here, we use
fractional flow functions of the form,

f= > - (35)

s + U, (1_ S— Sor)n

In Eqg. (3.5), & is the ratio of vapor to liquid viscosity and the exponent n is a constant
depending on the system of interest.

Eq. (3.1) is derived based on the assumptions stated by Dindoruk, et al. (1992): (1) the
flow takes place in a 1D porous medium with uniform properties, (2) the effects of dispersion
and capillary pressure can be neglected, (3) that the phases present at any location along a
streamline are in local chemical equilibrium (which is specified by the Peng-Robinson
equation of state), and (4) for the purposes of the phase equilibrium calculation, the pressure
along the streamline is assumed to be constant (See Chapter 5 for a detailed discussion of the
accuracy of this assumption). When components can change volume as they transfer between
phases, the local flow velocity varies aong the displacement length in a way that satisfies at
any position, & aversion of the continuity equation obtained by summing Eq. (3.1) over the
n. components. If, on the other hand, each component has fixed partia molar volume, no
matter what phase the component appears in, then the local flow velocity is fixed (see Johns
et al., 1993 for the appropriate form of the balance equations).

In the example solutions that follow, the fractional flow function of the vapor phase was
taken to be

S/n,
f = , 3.6
! S/z/ﬂv+(1_ Sor _S/)Z/lul ( )

where 1, and 4 are the viscosities of the vapor and liquid, which were calculated with the
viscosity correlation of the Lohrenz et al. (1964), and S, is the residual oil saturation,

114



assumed to be Sy = 0.2 in the example calculations. Phase equilibrium was calculated with
the Peng-Robinson equation of state (Peng and Robinson, 1976).

To complete specification of the 1D flow problem, initial and injection compositions and
the displacement pressure and temperature (for phase equilibrium calculations) must be
given. The initial composition is assumed to be constant throughout the displacement length,
and the injection composition is constant for the entire displacement (a Riemann problem).

3.1.1 Solution construction

Eg. (3.1) can be solved by the method of characteristics (Dumoré et al., 1984; Monroe et al.,
1990; Dindoruk, 1992, Dindoruk et al., 1992). In that approach, the propagation velocity of a
given overal composition is determined by recasting the first-order partial differential
equations in terms of an eigenvaue problem. The resulting solutions consist of continuous
variations (known as rarefactions) and shocks, jumps in composition and saturation similar to
the shocks that arise in a Buckley-Leverett solution for water displacing oil. In Riemann
problems, the propagation velocity (which is different from the local flow velocity) of each
overall composition or shock is constant throughout the displacement.

3111 Shocks

Two types of shocks are observed: (1) shocks that connect a composition in the single-phase
region with a composition in the two-phase region and (2) shocks that connect two
compositions within the two-phase region. Shocks of the first type must occur along the
extension of atie line (Dumoré et al., 1984). That is, the single-phase composition lies on the
extension of atieline. If ashock connects two tie lines, the extensions of those tie lines must
intersect (Dindoruk, 1992, Dindoruk et al., 1992).

If ashock occurs, it must satisfy an integral material balance of the form,

A B A A B_ B
ARB H™—H" _ U —upo, , i=1n (3.7)
GiA_GiB GiA_GlB

where A*® isthe propagation velocity of the shock that connects composition points A and B,
o :Z)gjijfj _ (3.8)
j=1

The shocks described by Eq. (3.7) have two varieties. When the propagation speed of the
shock matches the composition propagation velocity on one side of the shock, then A = up-
(df/dS). Such shocks are known as semi-shocks or tangent shocks. For many shocks,
however, the shock velocity is not equal to the composition velocities on the upstream and
downstream sides of the shock. Shocks of thistype are called genuine shocks.
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3.1.1.2 Continuous variation (tie-line path and nontie-line path)

Two types of continuous variation are found in the analytical solutions. The first type is a
continuous variation along a tie line. This type of rarefaction is easily included into the
solution as the key tie lines can be located by the intersection approach (Wang and Orr, 1997,
2000; Jessen et al., 1998). In the second type of continuous variation, spreading waves
connect neighboring key tie lines. For this type of rarefaction, the eigenvalue problem must
be solved for the composition path, where eigenvalues are characteristic wave velocities of a
given overal composition subject to composition variation in the eigenvector direction. In
the following section we address the eigenvalue problem and demonstrate how to trace
nontie-line rarefactions. A method, referred to as the envelope rule (Jessen et al. 2001), is
now available for the prediction of nontie-line rarefactions in a given 1D-displacement
process. Thistool allows us design a general algorithm for automatic generation of analytical
solutions including volume change on mixing.

In this section we return to the conservation equations to outline the approach for
including non-tie line rarefactions in the analytical solutions. The mass conservation
equations can be rewritten as an eigenvalue problem by introducing a self-similarity variable
7, defined as

=2 39
n== (39)

After variable substitution and rearrangement, the resulting eigenvalue problem takes the
form (Dindoruk, 1992)

(A-aB)x =0 (3.10)

where the coefficients of the matrices A and B are evaluated as

% j=L.,n,i=1.,n -1,
A = 9z - h (3.12)
"] oH, _ '
a0, 1=L.,n ,0=n,
and
G

% it nli=lon -
B, ={az "' Pl = he (3.12)

0 ,j=1.,n ,i=n.

The elements of the eigenvector X are given by
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X T le dznc—l dUD
2S (3.13)

“ldp T dn T dp

Z; is the overal composition in mole fractions of component i along the solution path in
compositional space. From a numerical point of view, the eigenvalue problem stated in Eq.
(3.10) suffers from the fact that one eigenvalue, associated with the total velocity, will be
infinite. This is a result of the fact that changes in velocity and density propagate
instantaneously throughout the system. Dindoruk, (1992) developed a method to decouple
the total flow velocity, up, and overcome this problem. The decoupling of the total flow
velocity facilitates the evaluation of eigenvalues and is the method implemented in the
current project.

The decoupling of the total velocity result in the following form of the eigenvalue
problem (Dindoruk, 1992),

C-4iD O
. = : 3.14
g-ip L &=0 (3.14)
Uy
where
OH. H’ oH;
Ci=—t-——1—",i=1.,n-1,j=1.,n-1 , (3.15)
0Z. H. oz,
and Ne
3G, H’ 9G
D=—t-—t—*,i=L.n-1,j=L.n-1 , 3.16
oz h ez TheThThen (3.16)
with
T LA (3.17)
Uy Uy

The entries of the vectors E and F are given by

1 0H,
L= — s = _.’nc —1 , .
=H oz, j=1 (3.18)
and G
R i S (3.19)
H, 0Z,

The decoupled eigenvalue problem stated in EQ. (3.14) can now be solved in two steps.
Thefirst step isto evaluate the eigenval ues/eigenvectors from

C-2De=0 . (3.20)
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Eq. (3.20) is solved independently from the total velocity, up, with e given by

dz, dZ,._
eT = _1’“’_ncl )
€ {dﬂ an } (3.21)

The new overall composition along the nontie-line path is obtained by taking a small step ¢
in the eigenvector direction

Z*=7"+6g ,i=1.,n-1 (3.22)

and
n.-1
Ze=1-y7"" (3.23)
i=1

Subsequently the change in the total velocity can be evaluated from

UBeW — uglde—;/ﬁ

, (3.24)
where the exponent vy is evaluated as

y=E-1Fk . (3.25)

After updating the overall composition and the total flow velocity, the stepwise procedure is
repeated for the new overall composition, and the nontie-line path is constructed. For details
on the decoupling procedure, the reader isreferred to Dindoruk, 1992 (section 3.4.1, pp. 35).

In the following, we assume that all key tie lines have been determined by the
intersection approach. If a pair of neighboring key tie line is connected by a nontie-line
rarefaction, according to the envelope rule, the integration of the nontie-line path begins on
the shortest of the two tie lines. The equal-eigenvalue points of interest (n.-2) are located by
the approach outlined by Dindoruk, (1992). The equal-eigenvalue points are points where a
tie-line path can change to a nontie-line path without violation of the velocity rule. Only one
of the equal-eigenvalue points is associated with the appropriate nontie-line path that
connects the two key tie lines in question. For regularly S-shaped fractional flow curves, the
values of the nontie-line eigenvalues stay ordered on either side of the inflection point
(maximum value of df/dS). As the solution for oil-gas systems is restricted to the region of f
> § this fact enables us to select the correct equal-eigenvalue point by evauating the
eigenvectors for composition points between two equal-eigenvalue points. Between two
equal-eigenvalue points on a key tie line, only one eigenvector will point in the direction of
the neighboring key tie line. Hence, the ordering of eigenvalues (eigenvectors) allows
selection of the proper equal-eigenvalue point from which the nontie-line path integration is
started. Once the appropriate equa-eigenvalue point has been determined, stepwise
numerical integration of the eigenvectors is used to trace the nontie-line path. In the vicinity
of the equal-eigenvalue point, small steps must be used to ensure appropriate accuracy,
whereas larger steps can be used away from this point. The typical behavior of a nontie-line
path integration is shown in Fig. 3.1.
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Fig. 3.1: Variation of wave speed, saturation and total velocity along a non-tie line path.

Fig. 3.1 shows the variation in wave velocity (eigenvalue), vapor saturation and total
velocity aong a nontie-line path. The location on the nontie-line path is given as the distance
L at a given location on the path to the target tie line (neighboring tie line). The distance is
defined as

Ne
L= Z()g,target - )g,current )2 + ( yi,target - yi,current )2 . (326)

=1

In Fig. 3.1, the stepwise integration of the non-tie line path starts from the right hand side of
the figure and terminates on the neighboring key tie line at the left hand side. The slope of
the eigenvalue vs. distance curve is steeper in the vicinity of the equal eigenvalue point.
Hence, using small initial steps minimizes the error introduced by the stepwise integration.

As the total flow velocity varies along nontie-line paths, special care must be taken in
including this effect in the analytical solution. For each nontie-line rarefaction, the total flow
velocity at the equal-eigenvalue point is assumed to be unity. The total velocity aong the
nontie-line path can then be rescaled later following the approach outlined in Ermakov
(2000) and Jessen (2000).

3.1.2 Analytical solutionsfor self-sharpening systems

Displacement problems where al key tie line are connected by shocks (fully self-
sharpening) alow for a smpler solution strategy than implied by the precious section. The
self-sharpening behavior of a displacement eliminates the need for performing the integration
of the nontie-line path and requires only an efficient approach for locating all key tie lines.
Wang and Orr (2000) and Jessen et al., (1998) demonstrated how key tie lines can be located
for multicomponent gas/oil displacement problems. Their approach was used in the first
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automatic approach for generating solutions to multicomponent gas/oil displacements
without volume change on mixing (Jessen et al., 1999). The algorithm for constructing
solutions for fully self-sharpening displacementsis:

1. Determine the key tie lines by the tie line intersection approach (Wang and Orr, 2000;
Jessen, 1998).

2. Locate the primary (shortest) tieline.

3. Construct the upstream and downstream portions of the solution by solving
sequentially the shocks balances for each adjacent pair of key tie lines. The upstream
and downstream segments each begin with a shock that is tangent at the primary tie
line.

In this section, we consider only fully self-sharpening displacements, in which al tie
lines are connected by shocks. To solve the problem for systems in which volume change
plays arole, the form of the equations derived by Dindoruk (1992) is used. He showed that
the tie lines intersect in amolar concentration space at the intersection point X, (p4)”, defined
by the equations of the intersecting tie lines. Once the intersection point is known, the shock
balances can be written conveniently as (details of the derivations are given by Dindoruk,
1992; Ermakov, 2000 and Jessen, 2000)

AAB_fA_SXA_ﬁfB_SXB_(i)A (327)
ut  SA-S* 1B sP-s@  Lds ' '

Eqg. (3.27) is written for a tangent shock from point A to point B, in which the shock
velocity matches the composition wave velocity at point A. The saturation and fractional
flow, S® and f* or S® and f B, refer to the values at the shock landing points A and B on the
tie lines that contain those points. The saturations S* and S® refer to the tie-line intersection
point. S* is the saturation at that point measured on the tie line that contains point A, and
similarly, S® is the saturation measured on the tie line that contains point B. The saturation
at any point on atie line can be calculated easily from atie-material balance

A =

z=W +@1-V)x , i=1n (3.28)

where V is the vapor mole fraction, and x; and y; are the mole fractions of component i in the
equilibrium liquid and vapor. The saturation at overall composition z is

____Vip, . 3.29
> V/p,+@-V)/p, (829

Similar equations apply if the shock is a genuine shock. In that case, A* does not equal df/dS,
but the composition on one side of the shock is known.

Theratio of flow velocities on either side of the shock can be determined from Eq. (3.27).
To determine the actual flow velocities, the velocity ratios for al the shocks between tie lines
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are calculated, and then the velocity ratios for the leading and trailing phase change shocks
are calculated. Because the flow velocity at the inlet is up = 1, al the remaining flow
velocities can be found from the ratios. For any shock in which the composition on one side
of the shock is a single-phase mixture (see Dindoruk, 1992 or Jessen, 2000 for details)

A f'—s (g )"
A* == = —
u! ~ s'-¢ (dSJ (3.30)

where the superscript 11 refers to the two-phase side of the shock, and S is the saturation at
the single-phase composition (greater than one or less than zero). The velocity ratio for the
shock is given by

u, 1-A
_|D|:p—{p|o +S (P~ Pio )} , (3.31)

|
uD D

where uland up refer to the dimensionless flow velocities on the single- and two-phase
sides of the shock, and p|, isthe dimensionless molar density of the single-phase mixture.

The theory outlined above was used to find solutions for several gas displacement
problems that illustrate the effects of volume change on mixing. Fig. 3.2 shows the results for
adisplacement of afive-component oil containing equal mole fractions of methane (CHy), n-
butane (C,), decane (Cyo), tetradecane (Ci4), and eicosane (Cyo) by pure CO, at 109 atm
(1600 psia) and 71 C (160 F).

Fig. 3.2 compares the saturation profiles for solutions with and without volume change.
Additional details of the solution, such as the compositions at the shock landing points and
the flow velocities on each key tie line are given by Ermakov (2000). In this example,
volume change reduces the flow velocity. CH, from the oil present in the transition zone
appears in aleading CH,4 bank, and when the injected CO, encounters the undisplaced ail, it
dissolves, losing volume in the process. In displacements in which the pressure is high
enough that the solubility of CO, in the ail is appreciable, but not high enough that the
displacement is very efficient, the loss of volume can actually cause CO, breakthrough to
occur after one pore volume of injection (see Orr et al. (1983), for experimental results that
show this effect and Dindoruk (1992), for theoretical examples).

Fig. 3.3 compares the analytical solution including the effects of volume change with results
of aFD compositional simulation performed with single-point upstream weighting, 1000 grid
blocks and Ax/At set to 5. Also shown in Fig. 3.3 isanumerica solution obtained by a TVD
scheme (unpublished simulator written by Marco Thiele and Michael Edwards). While the
numerical solutions show some smearing of the shocks, it is clear that the numerical and
analytical solutions agree very well.

121



10
09 ll
084 |L

0.7

0.6
|

0.5 — -

Saturation

0.4
0.3
0.2

0.1
I

0.0

x/t

Fig. 3.2: Saturation profiles for displacement of a five-component oil by CO, at 109 atm
(1600 psia) and 344 K (160 F).
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Fig. 3.3: Analytical and numerical solutions for afive-component oil a 0.7 pore volumes
injected.

Fig. 3.4 shows that the effects of volume change become much smaller as miscibility is
approached, however. At a displacement pressure 1 atm below the minimum miscibility
pressure (MMP), nearly al the ail is displaced, and the change in flow velocity that results
from the dissolution of CO; in the small amount of oil remaining in the transition zone is
small. Hence, the solutions with and without volume change differ only dlightly. The flow
behavior in the vicinity of the MMP is dominated by phase behavior as represented by the
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key tie line that is approaching the critical locus, and that behavior is determined by the
geometry of thetie lines, which is not affected by volume change.
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Fig. 3.4: Saturation profile for a displacement of a near-miscible five-component oil by CO;
at 161 atmand 344 K.

Fig. 3.5 shows the results of a more realistic displacement problem. In this example, Oil
1, a 15-component ail, is displaced by Gas 1, which is mostly methane (Haier, 1997) at 275
atmand 387 K. The compositions of Oil 1 and Gas 1 are given in Table 3-1.

0.9 4 No volume change
— = Volume change

saturation

Fig. 3.5: Effects of volume change in displacement of Oil 1 by Gas 1 at 275 atm and 387 K.

In this case, the effect of volume change is to increase the flow velocity. Substantial
guantities of CH,4 are present in the oil, and when the vapor phase created by the injected gas
appears, CH, dissolved in the oil transfers to the vapor phase, where it occupies more
volume. Fig. 3.5 demonstrates that it is possible to solve problems analytically with enough
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components present that the phase behavior of the system can be represented accurately.

Table 3-1: Qil and injection gas compositions for the 15-component displacements.

Comp. Oil 1 Qil 2 Gasl | Comp. Qil 1 Qil 2 Gasl

(Mol %) | (Mol %) | (Mol %) (Mol %) | (Mol %) | (Mol %)
N, 0.785 0.450 1.5858 | n-C5 1.406 1.650 | 0.0226
CH, 45622 | 45850 | 928772 | C6 2.097 2520 ]0.1133
CO, 0.265 1.640 0.5973 | C7+(1) | 4.902 12.440 | 0.1205
C, 6.090 7.150 3.6638 | C7+(2) | 9.274 6.320 | 0.0914
Cs 4.429 6.740 0.3888 | C7+(3) | 9.880 5.024 | 0.0001
i-C, 0.865 0.840 0.3389 | C7+(4) | 7.362 3.240 | 0.0000
n-C, 2.260 3.110 0.0851 | C7+(5) | 3.804 1.996 | 0.0000
i-Cs 0.957 1.030 0.1154

Fig. 3.6 shows results of a displacement of Oil 1 (Table 3-1) by a mixture of 75% CO,
and 25% CH, at 275 atm and 368 K. The MMP for this system is 291 atm, so this
displacement is nearly miscible. Also shown are numerical solutions obtained with single-
point upstream weighting and Ax/At = 10. The adverse effects of numerica dispersion are
significant in this example, with poor agreement between the numerical and analytical
solutions unless a very fine grid is used, though it is clear that the numerical solutions do
converge to the analytical solution asthe grid is refined.
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Fig. 3.6: Comparison of numerical and analytical solutions with volume change for
displacement of Oil 3 by agas containing 75% CO, and 25% CH, at 275 atm and 368 K.

Calculated recoveries at 1.2 pore volumes injected are shown for a displacement of Oil 2
by pure N, at 387 K in Fig. 3.7. For the fully self-sharpening examples considered here
calculation of recovery is straightforward. As Fig. 3.2 to Fig. 3.6 show, the solution profiles
consist mainly of zones of constant state separated by shocks. A material balance can be
performed easily for those zones by multiplying the molar concentration of each component,
which is known from the key tie line information, by the length of the zone, which is known
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from the propagation speeds of the shocks. For the small number of segments that represent
continuous variations along tie lines, the equivalent of the theory used to calculate recovery
in a Buckley-Leverett displacement applies. An overall material balance on the components
remaining in the unit displacement length at the time in question (in this case 1.2 PV) gives
the desired recovery.

1.0
0.9 1
_ 0.8
>
o
~
= 0.7
5
g
0.6 1 S0 T e MOC calculation
—ea— FD(100)
0.5 {7 —o— FD(500)
—o— FD(5000)
0.4 T T T T T T
250 300 350 400 450 500 550 600

Pressure (atm)

Fig. 3.7: Comparison of recovery curves for the displacement of Oil 2 by pure N, at 387K
generated by analytical calculations and numerical ssmulations.

In this example, again, the effects of numerical dispersion are evident in the calculated
recovery as a function of pressure. While the numerical computations are clearly converging
to the analytical solution, the rate of convergence is slow. The slow convergence illustrated
in Fig. 3.7 demonstrates that careful grid refinement is required if conventional FD
compositional simulations are to be used to estimate minimum miscibility pressure. The
speed advantage of the analytical approach isillustrated in Table 3-2.

Table 3-2: CPU requirements for analytical and numerical solutions for gas displacements

Analytical Simulation Numerical Numerical
Components Solution Length Solution Solution
(sec) (PV) 1000 Blocks | 5000  Grid
(sec) Blocks
6 1.1 0.70 300 8160
15 10 0.25 720 14820

The analytical solutions are self-similar, so the computation time required for any length of
displacement is the same. That is not true, however, for FD compositional ssimulation. The
computation times shown are only approximate because the simulations were run on a
multiuser server, but even so, they indicate clearly that the analytical approach is orders of
magnitude faster than FD simulation for grids that are fine enough to resolve the composition
path well. FD ssimulations for coarser grids would be faster, of course, but significant adverse
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effects of numerical dispersion would be present in the solutions.

313

Analytical solutionsfor general displacements

In this section we demonstrate some results obtained by the general algorithm for generating
analytical solutions including volumetric effects. The agorithm required for generating
genera solutions to the 1D dispersion-free displacement problem includes an extra step as
compared to the algorithm for self-sharpening systems. The genera algorithmis:

1.

2.

Locate all key tie lines by the tie-line intersection approach (Jessen et al. 1998).

Apply the envelope rule for each neighboring pair of key tie lines. If no rarefactions
are predicted, switch to the simplified algorithm for fully self-sharpening systems
outlined in section 3.1.2.

For each predicted rarefaction, locate the equal-eigenvalue point and integrate the
eigenvector to obtain the corresponding nontie-line path.

Locate the primary key tie line (the shortest tie line) and start the shock construction
downstream. Switch points between the nontie-line paths and the tie-line paths are
introduced in the solution requirements in parallel with the velocity rule. The
downstream solution is traced until the initial oil composition is reached.

Continue constructing the upstream solution by the approach of step 4 until the
injection gas composition is reached.

Two examples of displacement calculations using the algorithm described above are
reported:

1.

2.

Pure N displacing a mixture of CH4, C, and Cyp a 344 K and 108.4 atm. In this
process the parameter n entering the fractional flow function, Eq.(3.5), is set to 3 and
theresidual oil saturation Sy is set to 0.05.

Pure N, displacing a multicomponent reservoir fluid (represented by 15 pseudo
components) at 387 K and 275 atm. In this processn= 2 and S,; = 0.2.

Input to the thermodynamic model can be found in Dindoruk (1992) and Jessen (2000).
Fig. 3.8 shows the result of applying the new agorithm to the quaternary system. Four
different solutions a reported:

1.

the MOC solution, which is obtained by assuming that all key tie lines are connected
by shocks (fully self-sharpening system);

the MOC solution combined with integration of the nontie-line rarefaction connecting
theinitid tielineto thefirst cross over tieline
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3. acoarse grid finite difference (FD) solution obtained by using 100 grid blocks and a
A¢/A7=10in aone point upstream formulation of the conservation equations; and

4. afinegrid FD solution obtained by using 5000 grid blocks and A&/A 7= 10.
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Fig. 3.8: Analytical solution and FD simulations for a quaternary displacement.

The analytical solution combined with integration of nontie-line paths is in excellent
agreement with the fine grid FD simulation. Another important observation is that the fully
self-sharpening solution is a better approximation to the exact solution than the coarse grid
FD simulation. The coarse grid numerical solution describes the general variation of the
dispersion-free solution but fails to capture the details of the shock fronts and the non-tie line
rarefaction. This is due to the strong effects of numerical dispersion in coarse grid numerical
simulations.

Next we apply the general analytical approach for the displacement of a real reservoir
fluid by pure N,. The result of this test example is reported in Fig. 3.9. Analytical solutions
with and without integration of nontie-line rarefactions are compared with numerical
simulations using 100, 1000 and 5000 grid blocks in Fig. 3.9. Fig. 3.9 demonstrates again
that the fully self-sharpening analytical solution is a far better approximation to the true
dispersion-free solution (MOC + integration) than the coarse (100 grid block) grid FD
solution. An increasing amount of the detail in the dispersion-free solution is captured as the
number of grid blocks is increased. However, the CPU requirement increases rapidly as
Table 3-3 shows.
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Fig. 3.9: Comparison of analytical solutions and FD simulations for a 15 component system.

Table 3-3: Comparison of CPU (sec.) requirement for the MOC and FD approaches

Example MOC (shock) | MOC (general) FD 100 FD 5000
1 <1 <1 4 1506
2 1 7 3 5965
All calculations were performed on a 800 MHz PC.

3.1.4 Discussion

A general approach for automatic generation of dispersion-free solutions for 1D-gas injection
processes has been developed and demonstrated. The previous restriction of no volume
change as components transfer between phases has been relaxed without adding substantial
complexity to the agorithm. The CPU time required for generating the analytical solutionsis
still small compared to the time required for FD simulations of comparable accuracy.

A comparison of the FD simulator performance for the two test examples demonstrates
the fact that a system becomes increasingly sensitive to numerical dispersion as the
displacement pressure approaches the minimum miscibility pressure. This behavior strongly
suggests that dispersion-free 1D solutions should be used in connection with streamline and
streamtube simulators when the transfer of components between phases interacts strongly
with two-phase flow to determine displacement efficiency. It is just those situations where
the effects of numerical dispersion cause FD simulation results to be misleading.
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3.1.5 Conclusions

The examples and analysis presented in this section establish that:

1. Theanalytical theory of multicomponent gas injection processes has been extended to
represent volume change on mixing and to include systems with nontie-line
rarefactions connecting key tie lines.

2. Results of fine grid numerical simulations based on one point upstream weighting are
in excellent agreement with the presented a gorithm.

3. Coarse grid numerical simulations are strongly affected by numerical dispersion and
may lead to a misleading interpretation of the displacement process.

4. The analytical approach is orders of magnitude faster than fine-grid numerical
simulations. Coarse grid numerical simulations can be faster than the generd
analytical approach but at a significant loss of accuracy.

5. The new genera approach for generating 1D dispersion-free solutions is suitable for
combination with streamline simulators, which would alow very fast assessment of
displacement performance.

3.2 Analytical solutionsfor enhanced condensate recovery

A significant portion of current hydrocarbon reserves exists in gas condensate carrying
formations. In analog to oil reservoirs, production of condensate fields by primary production
only will result in significant loss of the heavy ends due to liquid drop-out below the dew
point pressure. Gas cycling/injection schemes are often applied to enhanced condensate
recovery by vaporization. Successful design and implementation of enhanced condensate
recovery schemes require accurate prediction of the compositional effects that control the
local displacement efficiency.

Many contributions to the development of the analytical theory of gas injection processes
can be found in the literature: Monroe et al. (1990), Johns et al. (1993, 1996), Dindorouk et
al. (1992, 1993, 1997), Johansen et al. (1994), Helfferich (1981), Zanotti et al. (1983), Cere
et al., (1985), Jessen et al. (2001). The previously published research in this field has been
aimed at construction of analytical solutions to problems of gas displacing oil. In this work
we extend the analytical theory to include the important process of enhanced condensate
recovery by gasinjection.

Numerical studies of miscibility variation in compositionally grading reservoirs by Hoier
and Whitson (2001) demonstrated a significant potential for efficient gas cycling in
condensate reservoirs below the dew-point pressure due to the development of miscibility by
the combined condensing and vaporizing mechanism. In their study, rich separator gas was
injected to obtain a miscible displacement at pressures far below the dew-point pressure.
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With the emerging focus and efforts in the area of greenhouse gas capture and
sequestration, CO, may in the near future become widely available for enhanced oil recovery
as well as enhanced condensate recovery projects. Seto et al. (2003) demonstrated, based on
simulation studies, that CO, can be used as an effective solvent in enhanced condensate
recovery processes at pressures well below the dew point pressure or the initial condensate.

In this section we focus on analyzing the devel opment of miscibility during gas cycling in
condensate reservoirs that after primary production leave significant amounts of retrograde
condensate trapped in the formation.

We start out by presenting the conservation equations that describe multicomponent two-
phase flow in a porous media including volume change on mixing and list the key
assumptions made to apply the analytical solution strategy. We then describe, through
analytical example calculations, the different mechanisms that control the development of
miscibility in retrograde condensate reservoirs. The mathematical background is outlined in
section 3.1.

3.2.1 Solution construction for condensate displacements

In the following sections we demonstrate the solution construction for enhanced condensate
problems for three different fluid systems. All phase equilibrium calculations were performed
using the Peng-Robinson equation of state while phase viscosities were calculated by the
Lohrenze-Bray-Clark correlation.

3211 Vaporizingdrives

Consider the simple representation of a condensate given by a ternary mixture of methane
(C1), Ethane (C,) and n-pentane (Cs) reported in Table 3-4.

Table 3-4: EOS parameter for the ternary displacement. All Kj; =0

Component | T. (K) P: (atm) Q My (g/mole) Zc Zcondensate
Methane 190.6 45.389 0.0080 16.043 0.2896 0.5
Ethane 305.4 48.083 0.0980 30.070 0.2818 0.4
n-Pentane | 465.9 33.340 0.2413 72.150 0.2685 0.1

The phase envelope (PT-diagram) of the fluid is shown in Fig. 3.10. At a temperature of
325K this ternary system behaves like a retrograde condensate system below the dew-point
pressure of 100 atm. To demonstrate how development of miscibility by a vaporizing
mechanism develops, pure C; isinjected into the condensate at 75 atm (S, = 0). The binodal
curve corresponding to a pressure of 75 atm along with the location of theinitial and injected
composition is shown on a ternary diagram in Fig. 3.11. From the analytical theory of gas
injection processes, we know that the composition path connecting the initial and injection
compositions must pass through a sequence of n;- 1 key tielines.
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Fig. 3.10: Phase envelope of aternary C,/C,/Cs mixture. Near-critical retrograde behavior is
observed at 325 K.
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Fig. 3.11: Displacement of 3 component condensate by pure C; at 325 K and 75 atm (MMP
= Pyew = 100 atm)
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For ternary displacements the key tie lines are the initial tie line and the injection tie line.
The initial tie line extends through initial fluid composition, or in the case of a two-phase
initial condition: the initial tie line is given directly by a PT-flash calculation. And, the
injection tie line is the tie line that extends through the injection composition. Both key tie
lines are shown in Fig. 3.11. A sketch of the fractional flow curves corresponding to the
initial and injection tielinesis shown in Fig. 3.12.
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Fig. 3.12: Displacement of 3 component condensate by pure C; at 325 K and 75 atm (MMP =
Pgew = 100 atm)

The solution path connecting the initia tie line to the injection tie line must in this case
be a shock. This particular solution structure is a direct result of the orientation of the key tie
lines and the envelope rule (Jessen et al., 2001). The envelope rule states that for vaporizing
displacement with a vapor-side envelope curve (the curve which is tangent to the extensions
of al tielinesin the surface spanned by the key tie lines) the key tie lines must be connected
by a shock for the solution to stay single-valued. Johns et al. (1993) and Dindoruk, et al.
(1992) proved that two tie lines that are connected by a shock must intersect. This
observation allow us to write the shock balance as

_ Hia_Hib _ Hia_HiX _ Hib_HiX

A a b — a X b x !
G'-G" G'-G° G'-G

i=1..n, (3.32)

where superscripts a, b denote the different sides of the shock and x denotes the intersection
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point. The graphical interpretation of Eq. (3.32) is shown in Fig. 3.12. The limiting case
demonstrated in Fig. 3.12 corresponds to the highest saturation of the initial fluid for which it
is possible to determine the shock velocity be a Welge tangent construction. For all
condensate displacements examined in this section, the initial composition is located between
the limiting composition and the equilibrium vapor composition, and hence the shock
velocity is determined by a direct jump from the initial composition to the neighboring tie
line. The only question remaining before solving this ternary displacement problem is how to
deal with the change in the total flow velocity across the shock. In the formulation of the
conservation equations we scaled the total flow velocity with respect to the injection velocity.
Hence, the injection composition corresponds to a dimensionless velocity of one. As we start
the solution construction at the downstream end of the displacement, we do not know the
total velocity that enters the shock balance equations (Eg. (3.32)). To overcome this problem,
we rescal e the conservation equations with respect to the velocity of the compositions on the
initial tie line (the total velocity is constant for composition changes along a given tie line
within the two-phase region). To calculate the shock velocity we locate the intersection point
and evaluate the overall molar concentration by

_ Hla_Hlx _ Hla_GlX

ab a X  (~a x ! (333)
G -G G -G

with
G =X p; (1-6) + y; 036, (3.34)

where @ is the fictive saturation corresponding to the intersection point measured from the
initial tie line. The landing point and the total velocity on the injection tie line are then
evaluated by the shock balances for C; and Cs. The injection composition is connected to the
landing point on the injection tie line by adirect jump as a tangent construction would violate
the velocity rule, as Fig. 3.12 shows. Hence, the total velocity corresponding to the injection
composition (rescaled value) can be found from the shock balance equation. A final
transformation to rescale all shock velocities with respect to the injection velocity is required
to obtain the full solution. The analytical solution is shown on the ternary diagram (Fig. 3.11)
and is reported in terms of saturation and composition profiles along with a finite difference
(FD) ssimulation using 100 grid blocksin Fig. 3.13. Tabulated values are given in Table 3-5.

Table 3-5: MOC solution for ternary displacement

Segment | A (= z/t) Spas Vd Zc Zc2 Zcs

1 0.9551 - 0.9515 1.0488 0.5 0.4 0.100
2 0.9551 - 0.6222 0.9762 1.0246 0.888 | 0.0 0.112
3 0.6222-0 1.0000 1.0000 1.000 | 0.0 0.000
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Fig. 3.13: Semi-analytical and numerical (1000 grid blocks) solution profiles for the
displacement of a 3 component condensate by pure C; at 75 atm and 325 K.

3212  Development of miscibility in vaporizing drives

The solution to the displacement of the ternary condensate by pure methane at 75 atm and
325K is clearly not a miscible displacement (piston like). If the initial composition is moved
toward the vapor locus along the initial tie line, the slope of the linein Fig. 1.12 that connects
the intersection point to the initial compositions increases. The slope of this line is equivalent
to the shock speed of the leading edge of the displacement. Hence, to achieve a piston like
displacement we must move the initial composition al the way to the vapor locus of the
binodal curve at which point, the shock speed will be equal to one. Alternatively, the pressure
could be increased to obtain the same effect. Fig. 3.11 shows a second binodal curve
corresponding to a pressure of 100 atm. As the pressure is changed from 75 atm to 100 atm
the binodal curve moves closer to the initial composition. As the binodal curve reaches the
initial composition a piston-like displacement is achieved, and the displacement is
multicontact miscible. If the pressure is increased above the dew point pressure the
displacement switches from multicontact miscible to first contact miscible. This is not
necessarily the case for all vaporizing drives. If the dilution line, connecting the initial
composition to the injection composition, intersects the two-phase region at pressures above
the dew point pressure, the displacement will still be multicontact miscible, but at a pressure
above the minimum miscibility pressure (MMP), because the initial composition lies outside
the region of tie-line extensions.
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The development of miscibility described for the ternary displacement is valid also for
multicomponent vaporizing drives. This due to the fact that the initial tie line controls the
development of miscibility in any given vaporizing displacement.

3.21.3 Combined condensing and vaporizing drives

To illustrate the development of multicontact miscibility in combined condensing/vaporizing
(CIV) displacements of condensate we turn to the 4-component system described in Table
3-6.

Table 3-6: EOS parameter for the quaternary displacement.

Component | T, (K) P (atm) Q My (g/mole) | Z Zcondensate

Ci 190.6 45.389 0.0115 | 16.043 0.2896 | 0.80

CO, 304.2 72.865 0.2236 | 44.010 0.2709 | 0.00

n-Cq4 425.1 37.464 0.2002 | 58.123 0.2730 | 0.15

n-Cio 617.7 20.824 0.4923 | 142.29 0.2474 | 0.05
Non-zero Kjj: Kcozcs = 0.12, Keozc10= 0.115

The condensate is made up by 80% (mole) CH,4, 15% n-butane (C4) and 5% decane (Cyo) and
we inject pure CO; (Sr = 0.2). The phase envelope of the condensate is given in Fig. 3.14.
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Fig. 3.14: Phase envelope of 4 component mixture. Near-critical behavior at 344 K
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At a temperature of 344K the fluid system represents a near-critical condensate. A
significant difference between ternary and quaternary displacement is the introduction of a
third key-tie line know as a crossover tie line, Monroe et al. (1990). Johns et al. (1993)
demonstrated that the crossover tie line is responsible for the development of combined C/V
miscibility as reported by Zick (1986) and Stalkup (1987).

It is well known that miscibility for gas/oil displacements can develop by the C/V
mechanism at pressures far below the vaporizing drive. Hoier and Whitson, (2001)
demonstrated similar behavior for the displacement of retrograde condensate by injection of a
rich gas. In the following example caculation we demonstrate that CO, injection is also
similar. To generate a semi-analytical solution to the displacement of the condensate by pure
CO; we set the pressure to 100 atm (Pgew = 228 atm). The key tie lines that make up the
solution in composition space can be located (Jessen et al. (1998), Wang and Orr (2000),
Y uan and Johns (2002)) by applying the tie-line intersection equations. Once the key tie lines
are located (See Fig. 3.15) the solution strategy from the ternary displacement example is
repeated.

Binodal curve

Condensate

10

Crossover
tie line

Injection gas

Fig. 3.15. Near-miscible displacement of 3 component condensate by pure CO, (4
components) at 344 K and 100 atm (MMP = 106 atm)

We start by connecting the initial composition to the crossover tie line by evaluating the
shock velocity from the information about the tie-line intersection point. As in the previous
example calculation we, rescal e the shock velocities with respect to the total velocity of the
compositions on the initia tie line. Knowing the landing point on the crossover tie line we
construct the shock from the crossover to the injection tie line aso like in the ternary
displacement. In essence, solving a quaternary displacement problem corresponds to solving
two coupled ternary displacement problems. The solution path for the quaternary
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displacement is shown in Fig. 3.15 whereas the saturation and composition profiles are
shown in Fig. 3.16 together with coarse and fine grid FD simulations. Tabulated results are
givenin Table 3-7.
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Fig. 3.16: Semi-analytical and numerical (1000 grid blocks) solution profiles for the
displacement of a4 component condensate by pure CO, at 100 atm and 344 K

Table 3-7: MOC solution for quaternary displacement

Seg. A (=2t Sgas Vd Zcy Zcor Zcy Zcio
1 0.9325 - = 0.8994 0.9133 | 0.8000 | 0.0000 | 0.1500 | 0.05
2 0.9325 - 0.7076 0.7215 0.9691 | 0.0000 | 0.8301 | 0.1307 | 0.0393
3 0.7076 -0.1918 0.929 0.9693 0 0.9586 0 0.0414
4 0.1918-0 1 1 0 1 0 0

A magjor difference in the solution profiles is seen for the quaternary C/V displacement
relative to the pure vaporizing ternary displacement. At the leading edge of the displacement,
a condensate bank is formed with high concentration of C, and CO,. In this case the
retrograde liquid saturation of the bank exceeds the residual liquid saturation and hence
becomes mobilized. The condensate bank is a result of the location of the landing point on
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the crossover tie line that is closer to the critical locus than is the initial or the injection tie
line. If the pressure is increased, the condensate bank shrinks in width and grows in height
until the point where the crossover tie line becomes critical (zero length tie line), and a
piston-like displacement develops. The pressure at which the crossover tie line becomes
critical isthe C/V MMP. From Fig. 3.15 it is clear that C/V miscibility will be much lower
that the dew point pressure (228 atm) of the condensate. Another interesting feature of the
C/V drive can be deduced from Fig. 3.15. Hoier and Whitson (2001) found, from numerical
simulations, that the MMP of a C/V drive could be determined from the composition of the
retrograde liquid and the injection gas composition. Their finding is consistent with the
analytical theory as the retrograde liquid will specify theinitial tieline.

3.2.2 Multicomponent displacements

To test the new approach for generating semi-analytical solutions to condensate displacement
problems on a multicomponent reservoir fluid, we select the fluid reported by Seto et al.
(2003). Based on the equation of state input is given in Table 3-8, the phase envel ope shown
in Fig. 3.17 was generated.

Table 3-8: EOS parameter for the 13 component displacement.

Comp. zcond | Tc(K) |Pc(am) | Q Mw (g/mole) | Zc

N2 0.0171 | 126.2 33.60 0.0400 | 28.016 0.287050
CO2 0.0576 | 304.2 72.90 0.2280 | 44.010 0.270553
H2S 0.3562 | 373.5 88.50 0.0800 | 34.076 0.283540
Methane | 0.3631 | 190.6 45.40 0.0080 | 16.043 0.289858
Ethane 0.0798 | 305.4 48.20 0.0980 | 30.069 0.281961
Propane | 0.0340 | 369.8 41.90 0.1520 | 44.096 0.277222
Butane 0.0300 | 419.6 37.01 0.1875 |58.123 0.274107
Pentane | 0.0171 | 465.9 33.34 0.2413 | 72.150 0.269386
C6 0.0116 | 507.4 29.30 0.2960 | 86.177 0.264586
C7 0.0117 | 573.9 40.47 0.2651 | 94.000 0.267297
C8 0.0126 | 648.3 32.53 0.3437 | 113.52 0.260400
C10 0.0053 | 630.1 30.17 0.4489 | 141.52 0.251169
Cl2+ 0.0039 | 683.2 26.92 0.6305 | 190.00 0.235234
Non-zero Kij:N2-C1 = 0.02, N2-C2 = 0.06, N2-C3+ = 0.08, CO2-H2S = 0.12,
CO2-C1=0.12,

CO2-C2+ = 0.15, H2S-C1 = 0.08, H2S-C2 = 0.07, H2S-C3 = 0.07, H2S-C4 =
0.06, H2S-C5 = 0.06, H2S-C6 = 0.05,

The reservoir fluid is represented by 13 components, and again we use pure CO, as
injection gas. First we consider the displacement of condensate at 335 K to achieve a near-
critical reservoir fluid. The dew point pressure of the initial fluid is 158 atm and the MMP
predicted by the key tie line approach is 93 atm.

To generate the solution we locate the key tie lines (Jessen et al. (1998), Wang and Orr
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(2000), Yuan and Johns (2002)) at 90 atm. In a 13 component system, there exist n. - 1 key
tie lines, out of which n. - 3 are crossover tie lines. Hence, the construction of the analytical
solution corresponds to solving 10 coupled pseudo-ternary displacements, starting from the
initial tie line through to the injection tie line. For the fluid system in consideration the
second crossover tie line controls the devel opment of miscibility and hence, the displacement
isaC/V drive.
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Fig. 3.17: Phase envelope of 13 component mixture. Near-critical retrograde behavior at 335
K

Table 3-9: MOC solution for near-miscible 13 component displacement

Seg. A (=zht) Sgas Vg Zco2

1 0-0.0855 1 1 1

2 0.0855-0.1616 0.9927 0.9965 0.9929
3 0.1616-0.1665 0.9777 0.9872 0.9761
4 0.1665-0.3799 0.9763 0.9863 0.9740
5 0.3799-0.5602 0.9687 0.9795 0.9604
6 0.5602-0.6644 0.957 0.9712 0.9431
7 0.6644-0.7570 0.9452 0.9663 0.9207
8 0.7570-0.8270 0.9232 0.9644 0.876
9 0.8270-0.8350 0.8737 0.9719 0.7884
10 0.8350-0.9256 0.7378 1.065 0.594
11 0.9256-0.9809 0.5817 1.0771 0.4886
12 0.9809-1.024 0.8949 0.9748 0.0582
13 1.024- 0.8966 0.9723 0.0576
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The full solution to the displacement of the retrograde condensate at 90 atm (S, = 0.2) is
tabulated in Table 3-9 and shown in terms of saturation and composition profilesin Fig. 3.18.
Additional FD simulations are reported in Fig. 3.18 aso. At the leading edge of the
displacement we see a significant condensate bank that by far exceeds the residual saturation
of 0.2. However, inspection of the phase envelope suggests that small variations in the initia
composition will bring relatively large variations in saturation.

1
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Fig. 3.18: Semi-analytical and numerical solution profiles for the displacement of a 13
component condensate by pure CO, at 90 atmand 335 K (MMP = 93 atm)

To investigate the significance of the initial composition relative to the critical point
(temperature) we repeat the displacement problem at 375 K (moving right in the phase
envelope). At this temperature the dew-point pressure is 167 atm, and the MMP is predicted
to be 128 atm. The dispersion-free solution for this displacement problem is reported in Fig.
3.19. The solution shows a significantly smaller condensate bank that hardly exceeds the
residual saturation. Hence, the location of the initial condensate relative to the critical point
on the phase envelope and hence the 0.5 quality line appears to have a significant impact on
the formation of a condensate bank at the leading edge of the displacement.
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Fig. 3.19: Semi-analytical and numerical solution profiles for the displacement of a 13
component condensate by pure CO, at 126 atm and 375 K (MMP = 128 atm)

3.2.3 Discussion

In the previous sections we have applied the analytical theory of gas injection processes to
predict the displacement behavior of gas injection into retrograde condensates. One of the
major assumptions of this approach is to neglect the gradient in pressure for the purpose of
evaluating phase behavior. Hence, semi-analytical predictions should not be expected to be
highly accurate in near-well settings where steep gradients in pressure certainly exist.
However, far from production wells, important information about the expected behavior of
an enhanced condensate recovery scheme may still be at hand. The formation of condensate
banks that exceed the residual liquid saturation suggests that gravity segregation could reduce
displacement performance by draining vauable retrograde liquid away from high
permeability zones at the cost of areduction in recovery. To predict accurately the extent of a
condensate bank with finite-difference simulations we have demonstrated that significant
grid refinement is required. Hence, coarse grid simulation of field development scenarios
may fail to predict the true effects of gravity in these flow settings.

3.24 Conclusions
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The examples and analysis presented in this section establish that:

1.

The analytica theory of gas displacement can be used to describe enhanced
condensate recovery by gas injection. Semi-analytical dispersion-free 1D solutions to
3-, 4- and 13-component fluid descriptions have been presented. The presented
analytical solutions are in excellent agreement with fine grid numerical simulations.
However, coarse grid numerical simulations fail to capture the formation of
condensate banks.

Development of miscibility in gas cycling schemes may be achieved at pressures far
below the dew-point pressure of the condensate by injection of CO;,

Formation of a condensate bank at the leading edge of the displacement for C/V
drives is reported. The magnitude of the saturation change in the condensate bank is
related the location of the initial condensate with respect to the critical point of the
original condensate.

The fairly low miscibility pressures obtained for injection of CO;, in a retrograde
condensate suggests that mature condensate carrying formations may be suitable
targets for CO, sequestration offset by a possible increase in condensate recovery.
Nomenclature

Fractional flow of vapor z Distance from inlet

Molar concentration of component i Z  Overdl molefraction of i

Molar flux of component | ¢  Porosity

Total length of system A Shock speed

Number of components L Gasto oil viscosity ratio

Gas saturation ¢  Fictive saturation

Residual liquid saturation P« Molar density of liquid

Time py  Molar density of vapor

Total velocity pi  Molar density of phase |
Dimensionless total velocity ppo Dim. lessdensity of phasej
Injection velocity pni - Molar density of initial fluid
Liquid mole fraction of component | 7 Dim.lesstime (PVI)

Vapor mole fraction of component i ¢ Dimensionless length

3.3 Additional analytical solutions

The analytical solutions discussed in this chapter are useful additions to the toolkit for
prediction of process performance in gas injection processes, but they do not cover al the
situations of interest. The area of three-phase flow is one such area. Recent work by Juanes
(2004) has demonstrated a systematic procedure for constructing solutions to Riemann
problems in which the compositions of the three phases remain fixed. Those solutions can be
used with the streamline approach, but they do not describe what happens when the phase
behavior of gas/oil mixtures change the compositions of the phases. A first step towards the
solution of the more general has been taken by Force and Johns (2004). They reported
solutions for aternary system in which the compositions of the three equilibrium phases were
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fixed, but with variable phase compositions in the two-phase regions bounding the three-
phase region. The general multicomponent three-phase flow problem remains to be solved,
though it now appears that it might be possible to do so. In the meantime, the numerical 1D
solutions described in Chapter 2 can be used to describe these flow situations.

Analytical solutions for the non-Riemann problems would also be useful. When
streamline |locations are updated, compositions along the new streamlines will vary spatially,
as compositions are mapped from the grid on which the pressure equations is solved to the
new streamlines. In principle, this problem can be solved by the method of characteristics. In
these problems, eigenvalues are not constant, at least for an initia period in which the
compositions evolve to a set of compositions for which they are constant. The same situation
arises when injection gas compositions are not constant. Integration along evolving
composition paths will be required for a period, after which solutions related to those
described here will apply. These integrations would have to be done numerically for realistic
phase behavior. No general approach to solving this problem for more than two components
has been reported. These problems are sufficiently difficult that it is appropriate to use
numerical simulations along the lines described in Chapter 2 to solve them.

34 Summary

Analytical solutions are presented in this chapter for a general 1D multicomponent gas
injection process in which the phase behavior of the gas/oil mixtures is evaluated as a fixed
pressure, the initial composition in the 1D porous medium is constant, the injection gas
composition is constant, and the components have a partial molar volume that is not constant.
For some reservoir settings these assumptions are reasonable. The example solutions
presented for condensate reservoirs in Chapter 2, for example, demonstrate that the anal ytical
solution can be use effectively to model a condensate recovery process that would be very
difficult to simulate accurately with conventional compositional simulation approaches. They
also show that when it is reasonable to use the anaytical solutions, the resulting predictions
of process performance can be obtained with orders of magnitude less computation time than
is required for conventional compositional simulation. This speed advantage arise both from
the inherent speed of the streamline approach, which requires fewer pressure solves than
conventional simulation, and from the fact that the analytical solution can be constructed
once for the entire simulation, and the computation time to construct that solution is
negligible. The combination of analytical solutions with streamline simulation will be useful
for screening of heterogeneous reservoirs for application of gas injection processes and for
evaluation of the uncertainties associated with variable reservoir properties.
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4 Physicsand Chemistry of Multiphase Flow

In this chapter, we report results of experiments to examine the effects of variations in the
interfacial tension (IFT) of phases that might arise during three-phase displacements in gas
injection processes. Variations in gas and oil relative permeabilities as a function of IFT are
of particular importance in the area of compositional processes like high-pressure gas
injection, where oil and gas compositions can vary significantly both spatialy and
temporally. Because gas injection processes routinely include three-phase flow (either
because the reservoir has been previousy waterflooded or because water is injected
alternately with gas in order to improve overal reservoir sweep efficiency), the effect of
variations in IFT on three-phase relative permeabilities must be delineated if the performance
of gas injection process is to be predicted accurately. The development of multicontact
miscibility in a gas injection process will create zones of low IFT between gas and oil phases
in the presence of water. In the sections that follow, changes in phase relative permeabilities
with IFT are described for avariety of porous media and wetting situations.

4.1  Analoguethree-phase systems

Because they allow control of IFT in experiments performed at atmospheric pressure,
hydrocarbon/alcohol/water systems are useful for investigations of the effects of IFT
variations. The use of analog liquid phases offers many advantages in the laboratory
determination of relative permeabilities. relatively low IFT reduces capillary end effects
during displacements, IFT can be varied by changing the composition, and it is possible to
create two phases that have low IFT in the presence of athird phase, just as gas/oil tensions
can be low while oil/water and gas/water IFTs are not. Several researchers have reported
phase behavior and applications for two-phase systems, isooctane (ICg) / isopropyl alcohol
(IPA) / brine (Taber and Meyer, 1964, Pongpitak, 1980, Morrow et al., 1988, Schechter et
al., 1994) and for three-phase systems, hexadecane (Cig)/n-butanol (NBA)/water (Pongpitak,
1980) and decane/benzyl alcohol/water (Grader and O’ Meara, 1988). For example, dilution
of 1Cg and brine phases with IPA can reduce IFT to very low values as the critica
composition is approached. This is, of course, a good analogy to miscible gas injection, in
which the interfacia forces between the oil and gas phases become weaker as displacement
composition paths approach the critical locus.

The selection of reasonable liquid pairs with different IFT behavior for three-phase
relative permeability measurements requires the knowledge of the phase behavior of
appropriate components. Knickerbocker et al. (1982) presented the phase behavior of a
variety of hydrocarbon/alcohol/water combinations, which yield different three-liquid-phase
patterns when salt is added. They studied phase patterns for combinations of 10 alcohols, 6
even-numbered n-alkanes having from 6 to 16, and water with salinity from zero to 32
cg/em®. The results presented by Knickerbocker et al. suggest that oil/alcohol/water systems
can be formulated that mimic the behavior of gas/oil systemsin the presence of water.

In this report we consider mixtures of Cys, NBA, and water, which form three liquid
phases in equilibrium at ambient conditions. The C;6/NBA/H,0O system gives appropriate
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phase behavior when IPA or NaCl is added to the mixtures. Adding IPA or NaCl changes the
compositions of the three equilibrium phases that form in away that alters IFT appreciably.

In the sections that follow we report experimental results of phase composition, phase
density and viscosity, and IFT measurements of three-phase Cis/NBA/H,O/IPA and
C16/NBA/H,O/NaCl analog liquid systems under ambient conditions. We describe the
correspondence between these systems and reservoir fluids that will be employed in the
three-phase relative permeability experiments described in the preceding sections.

4.1.1 Experimental procedures

The chemicals used in the experiments were Cig (Fisher Chemicals, 99.4%), NBA (EM
Science, 99.94%), IPA (Fisher Chemicals, 99.9%), 1Cg (Fisher Chemicals, 99.4%) and NaCl
(Baker, 99.6%). The agueous phase was distilled, de-ionized H,O.

All experiments were performed at room temperature, 22+0.4 <C. All components were
mixed in the 60-cm® glass vials based on their weights taken with the balance with 0.001 g
reproducibility. After the mixtures were shaken by hand the equilibrated phases separated in
times that ranged from minutes to one day (depending on the IFT between pairs of phases —
low IFT mixturestook longer to separate).

The equilibrated phases were sampled by syringe and transported to 1.5-cm® vials for
composition measurements by gas chromatography. To prevent contamination by the phases
above when sampling H,O-rich and NBA-rich phases, a small amount of air withdrawn by
syringe before sampling was pushed out in the correspondent phase to clean any
contamination at the edge of the needle. Liquid phase compositions were analyzed with a
Hewlett-Packard 5880A temperature programmable gas chromatograph. Satisfactory
separations were obtained by using the 6'x1/8"x0.085" stainless steel column packed with
10% Carbowax 20M on 80/100 Chromosorb W-HP (Alltech Associates). The peaks for the
components, Cis, NBA, IPA, and H,O, were calibrated with mixtures containing known
amounts of the components. The amount of NaCl in the phases was determined from the
amount of H,O, with the assumption that NaCl dissolves only in the H,O component.

The IFTs between the phases were measured with a spinning drop tensiometer
manufactured by the University of Texas (Model 300), which is reliable for low IFTs
(Manning and Scriven, 1977). The tensiometer was calibrated using known IFT values of tie
lines on the phase diagram of the 1Cg/2%CaCl, H,O/IPA system presented by Taber and
Meyer, 1964.

Densities were measured gravimetrically using a 10-cm® Gay-Lussac bottle. Viscosities
were measured using a Cannon-Fenske viscometer.
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4.1.2 Experimental resultsand interpretation

4121 Compositional data

The effects of increasing |PA fraction or of increasing NaCl concentration were examined for
C16/NBA/H,O mixtures that formed three phases. Fig. 4.1 reports the base ternary phase
diagram for the C;6/NBA/H,0O system. It shows a large three-phase region surrounded by
three unconnected two-phase regions. The Cye-rich phase (88% Ci6)” contained a small
amount of H,O (approx. 0.5%). The NBA-rich phase (74% NBA) also contained 17% Cis
and 9% H,0. Almost no C;6 was detected in the H,O-rich aqueous phase which contained
8% NBA. Each of the edges of the three-phase region is also atie line for the associated two-
phase region. The two-phase regions on the H,O/NBA and H,O/C; sides of the three-phase
triangle extend al the way to the binary H,O/NBA and H,O/C,s axes. In binary mixtures of
Ci6 and H0, the Cyg-rich phase contained only Ci, whereas a very small amount of Cig
(0.1%) was detected in the H,O-rich phase. The binary mixture of NBA and H,0 yields an
NBA-rich phase consisting of 83% NBA and 17% H,O and an H,O-rich phase of 8% NBA
and 92% H,O. The fact that all binary mixtures of Cy6 and NBA are completely miscible at
22 °C indicates that the two-phase region connected to the tie line of three-phase region
between the Cyg-rich and NBA-rich phases must lie inside the ternary triangle. As a result,
there must be a critical point on the two-phase envel ope associated with the C16/NBA side of
the three-phase region.

—s—— 3-phasetietriangle < ,":."
----e----  2-phase tie line !

10

Cip Lo NBA

Fig. 4.1: Ternary phase diagram for the C16/NBA/H,O system at ambient conditions.

Al compositions are in mass fractions unless otherwise specified.
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Starting from an overall composition on the base tie triangle, we added I1PA in steps to
obtain a quaternary phase diagram that shows a sequence of tie triangles, shown in Fig. 4.2.
The arrows in Fig. 4.2 show the directions of change of the respective phase compositions
caused by adding IPA. Cisthe critical end point, and AC represents the approximate location
of the critical tie line. As the concentration of IPA increases, the NBA-rich and H,O-rich
phase compositions approach each other, and three-phase behavior reduces to two-phase
behavior at the critical tieline.

IPA

—=—— 3-phass tie triangle
----e---- 2-phass tie line

NBA

Fig. 4.2: Quaternary phase diagram for the C;6/NBA/H,0 /1PA system.

Phase compositions for the range of 1PA mass fractions for which three phases coexist
are shown in Fig. 4.3. The x-axis shows the overall mass fraction of IPA at the center of each
tie-triangle. As IPA was added to the mixtures, most of it partitioned between the NBA-rich
and H,O-rich phases, while the IPA fraction in the Cys-rich phase was small (about 3%) and
approximately constant. As the IPA fraction increased, the Ci6 moved out of the NBA-rich
phase to the Cyg-rich phase. The NBA moved from the NBA-rich phase to the H,O-rich
phase, and some H,0 transferred to the NBA-rich phase from the H,O-rich phase. In other
words, the H,O-rich and NBA-rich phase compositions approached each other as the 1PA
concentration increased.
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Fig. 4.3: Phase compositions for mixtures of C1/NBA/H,0 /IPA system.
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By adding IPA to the binary mixtures of the components we also obtained ternary
diagrams that represent two sides of the quaternary diagram. All two- and three-phase
compositional data are summarized in Table 4-1, Table 4-2, Table 4-3, and Table 4-4.

Table 4-1: Three-phase compositional datafor C1¢/NBA/H,O/IPA system.

Composition in mass fraction

NBA |Css IPA H>O

Cie-rich  |0.119 |0.876 |0.000 |0.005
NBA-rich |0.739 [0.167 [0.000 |(0.094
H,O-rich |0.082 |0.000 |0.000 |0.918
Overal 0.284 |0.312 (0.000 [0.404
Cie-rich |0.083 |0.880 |0.025 (0.012
NBA-rich |0.654 [0.107 |0.103 |0.136
H,O-rich |0.077 [0.000 [0.053 |0.870
Overall 0.271 |0.298 |0.045 |0.385
Cype-rich - |0.057 |0.905 |0.027 (0.011
NBA-rich |0.563 [0.061 |0.182 (0.194
H,O-rich |0.095 [0.000 (0.087 |0.818
Overall 0.258 |0.284 |0.091 |0.366
Cperich |0.062 |0.898 |0.026 [0.014
NBA-rich |0.493 |0.035 |0.214 |0.258
H,O-rich |0.118 [0.000 (0.106 |0.776
Overdl 0.193 |(0.271 [0.110 |0.426
Cie-rich  |0.058 (0.898 |0.027 |0.017
NBA-rich |0.415 [0.022 (0.227 |0.336
H,O-rich |0.146 |0.000 |0.129 |(0.725
Overal 0.169 |0.239 (0.138 [0.454
Cie-rich  |0.053 |0.903 |0.027 |0.017
NBA-rich |0.305 [0.009 (0.211 |0.475
H,O-rich |0.207 |0.000 |0.168 |0.625
Overal 0.179 |0.263 |[0.151 |0.407

Sample

Mix 1

Mix 2

Mix 3

Mix 4

Mix 5

Mix 6

149



Table 4-2: Two-phase compositional datafor the base ternary system shown in Fig. 4.1.

Composition in mass fraction

Sample
Cis NBA |H,O
Cye-rich 1.000 |0.000 |0.000
Mix 1la [H,O-rich |0.001 |0.000 [0.999
Overdl 0.500 |0.000 [0.500
Cye-rich 0961 |0.037 |0.002
Mix 2a |H,O-rich [0.001 [0.024 |0.975
Overadl 0.485 |0.485 |0.03
Cye-rich 0.923 |0.074 |0.030
Mix 3a |H,O-rich [0.002 [0.048 |0.950
Overadl 0.470 |0.470 |0.060
NBA-rich |0.000 |0.826 |0.174
Mix 1b |H,O-rich [0.000 [0.082 |0.918
Overadl 0.000 |0.500 [0.500
NBA-rich |0.022 |0.815 |0.163
Mix 2b |H,O-rich [0.001 |0.081 |0.918
Overadl 0.012 |0.494 |0.494
NBA-rich |0.061 [0.798 |(0.141
Mix 3b |H,O-rich [0.002 [0.081 |0.916
Overdl 0.032 0484 |0.484
NBA-rich 0.088 |0.783 (0.129
Mix 4b [H,O-rich |0.003 |0.081 [0.916
Overdl 0.048 (0476 |0.476
NBA-rich |0.118 [0.764 |0.118
Mix 5b [H,O-rich |0.004 |0.081 [0.915
Overdl 0.066 |0.467 |0.467
Cye-rich 0.652 |0.333 |[0.015
Mix 1c |NBA-rich [0.314 |0.633 |0.053
Overdl 0.482 0.483 [0.035
Cye-rich 0.771 |0.220 |0.009
Mix 2c |NBA-rich [0.215 |0.710 |0.075
Overadl 0.479 |0.476 |0.045

150




Table 4-3: Two-phase compositional datafor NBA/H,O/IPA ternary system.

Composition in mass fraction
NBA |IPA H.O
NBA-rich |0.635 [0.130 |0.235
Mix 1d [H,O-rich |0.105 |[0.053 |0.842
Overal 0490 |[0.109 |0.401
NBA-rich |0.517 (0.182 |0.301
Mix 2d [H,O-rich |0.118 |0.089 |0.793
Overal 0.348 [0.143 |0.509
NBA-rich |0.383 |0.203 |0.414
Mix 3d [H,O-rich |0.130 |0.124 |0.746
Overal 0.326 [0.185 |0.489
NBA-rich |0.315 |0.205 |0.480
Mix 4d [H,O-rich |0.137 [0.136 |0.727
Overdl 0.235 |[0.174 |0.591

Sample

Table 4-4: Two-phase compositional datafor C,¢/H,O/IPA system.

Composition in mass fraction
Cis IPA H,O
Cie-rich  [0.967 |0.030 |0.003
Mix 1e |H,O-rich |0.002 |0.320 |0.679
Overal 0.400 [0.200 |0.400
Ciperich (0950 |0.046 |0.004
Mix 2e |H,O-rich |0.003 |0.565 |0.432
Overal 0.300 [0.402 |0.298
Cierich (0,933 |0.063 |0.004
Mix 3e |H,O-rich |0.050 |0.810 |0.140
Overal 0.300 |[0.599 |0.101
Cie-rich  (0.894 |0.105 |0.001
Mix 4e |H,O-rich |0.083 |0.824 |0.093
Overal 0.380 [0.561 |0.059
Cie-rich  (0.850 |0.147 |0.003
Mix 5e [H,O-rich |0.115 |0.815 |0.070
Overal 0.484 |0.480 |0.036
Cye-rich  |0.770 |0.226 |0.004
Mix 6e [H,O-rich |0.237 |0.730 |0.033
Overal 0.481 [0.499 |0.020

Sample
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Fig. 4.4 shows the quaternary phase diagram for three-phase C16/NBA/H,0O system with
NaCl. As NaCl was added to the mixture, most of the salt went to the H,O-rich phase, and
increasing salt concentration drove alcohol out of the H,O-rich phase (see Fig. 4.5 for phase
compositions). No measurable amount of Ci was detected in the H,O-rich phase. With
increasing salinity, the Cy6 concentration increased in the NBA-rich phase, which lost some
of its NBA. In a similar manner, additional NBA partitioned into the Cys-rich phase, while
some Ci6 moved out of that phase. The Cy6-rich and NBA-rich phase compositions approach
each other as the tie triangles shrink with increasing NaCl concentration. The related three-
phase compositional data are given in Table 4-5.

NaCl

NBA

Fig. 4.4: Quaternary phase diagram for the C;6/NBA/H,O/NaCl system.
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Fig. 4.5: Phase compositions for mixtures of C16/NBA/H,O/NaCl system.
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Table 4-5: Three-phase compositional datafor C1¢/NBA/H,O/NaCl system.

Composition in mass fraction

NBA |Css H,O |NaCl
Cie-rich  |0.119 |0.876 |0.005 |0.000
NBA-rich |0.739 |0.167 |0.094 |0.000
H,O-rich |0.082 [0.000 |0.918 [0.000
Overdl 0.284 |0.312 |0.404 [0.000
Cye-rich  |0.214 |0.777 [0.009 [0.000
NBA-rich |0.722 [0.201 |0.085 |0.002
H,O-rich |0.080 [0.000 |0.888 |0.032
Overall 0.329 [0.330 |0.329 |0.012
Cie-rich  |0.245 |0.739 |0.015 |0.001
NBA-rich |0.703 [0.212 |0.080 |0.006
H,O-rich |0.078 [0.000 |0.860 |0.062
Overall 0.326 [0.326 |0.325 [0.023
Cie-rich  0.293 |0.684 |0.021 |0.002
NBA-rich |0.675 [0.246 |0.073 |0.006
H,O-rich |0.075 |0.000 |0.849 |0.076
Overall 0.324 [0.324 |0.324 |0.029
Cie-rich  |0.322 |0.651 |0.026 |0.003
NBA-rich |0.649 [0.280 |0.064 |0.007
H,O-rich |0.073 [0.000 |0.837 [0.090
Overall 0.321 [0.323 |0.321 [0.035
Cie-rich  |0.377 |0.590 |[0.030 |0.003
NBA-rich |0.589 [0.341 |0.063 |0.007
H,O-rich |0.071 |0.000 |0.837 |0.092
Overdl 0.322 [0.321 |0.321 |0.036

Sample

Mix 1

Mix 1f

Mix 2f

Mix 3f

Mix 4f

Mix 5f

154



The two systems presented offer some flexibility in the design of displacement
experiments to investigate effects of IFT variations in three-phase flow. For example,
injection of pre-equilibrated three-phase systems should allow control of IFT between pairs
of phases with low IFT between one pair.

41.22  Computational model for compositional data

In the development of compositional reservoir simulations, a reliable computational model of
phase and chemical equilibria is needed. Many computational algorithms for computing
phase equilibrium exist in the phase equilibria literature [Raal and Muehlbauer (1997)]. In
this section, we describe our attempt to define amodel of the three-phase equilibrium data.

We used SPECS Ver. 4.64, a phase behavior modeling program developed by the
Ingtitute of Chemical Engineering at the Technical University of Denmark, to model the
phase behavior of the four component (Ci6, NBA, H20, IPA), three-phase system shown in
Fig. 4.2. Table 4-6 gives fluid characterization data for the components. Although it is
difficult to model three-phase liquid/liquid/liquid systems, we found that, anong others, the
CPA (Cubic Plus Association, Kontogeorgis et al., 1996 using the Soave-Redlich-Kwong
equation of state gives reasonable results. Fig. 4.6 shows the model match to the
experimental data using a quadratic mixing rule with a binary interaction (ki) obtained by
matching the equilibrium data. As Fig. 4.6 shows, the model deviates from the experimental
data around the critical point and at the critical tie line. Otherwise the model representation of
the three-phase behavior is reasonable. This model of the phase equilibriafor this system can
be used to interpolate the data reported or to examine interactions of phase behavior and
flow.

Table 4-6: Fluid characterization constants.

Cis NBA H.O IPA
Te, °K 722 563.05 |647.13 |508.3
P, atm 141 43.652 |217.666 [46.997
() 0.742 05935 |0.3449 |0.6677
M 225448 (74123 |18.015 |60.096
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IPA

kij
IPA/NBA -0.121
IPA/H,O -0.0876
IPA/Cy6 -0.0876
NBA/H,O = -0.0807
NBA/Cy -0.081
H,O/Cs -0.349

NBA

Fig. 4.6: Soave-Redlich-Kwong+Association (CPA) model for 3-phase compositional data
of C1/NBA/H,O/IPA system.

4.1.2.3 Analogy toreservoir fluidsbased on IFT data

The physical properties of the phases of the Ci/NBA/H,O/IPA system are given in Table
4-7. As the IPA concentration in the mixture was increased, the IFT between H,O-rich and
NBA-rich phases decreased (Fig. 4.7). The IPA % in the figure refers to the value at the
center of each tie triangle representing three-phase compositions (see Table 4-7). With the
same increase in the IPA concentration, the IFT between Cie-rich and NBA-rich phases
increases, whereas the IFT between Cie-rich and H,O-rich phases stays amost constant.
When the IFT between H,O-rich and NBA-rich phases reaches zero, the other two IFTs
become identical, which means that only two phases exist in the system. By comparison of
the results with those obtained by Amin and Smith, 1998 for three-phase flow experiments
shown in Fig. 4.8, which represent multicontact miscible gas injection processes with water
present, we choose the H,O-rich phase to represent the gas phase, the NBA-rich phase to
represent the oil phase, and the Cys-rich phase to represent the agueous phase. Note that
density and viscosity of analog liquids don’t match with those of reservoir fluids.
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Table 4-7: Physical properties of the phases obtained from C,6/NBA/H,O/IPA system.

Samples Mix1 | Mix2 | Mix3 | Mix4 | Mix5 | Mix6
et Cye-rich 0776 | 0774 | 0.774 | 0.772 | 0.772 | 0.773
(9'72;33)/ NBA-rich | 0.824 | 0.837 | 0.846 | 0.858 | 0.870 | 0.903

H,O-rich | 0.987 | 0.983 | 0.976 | 0.969 | 0.960 | 0.946
Viscosi Cye-rich 2042 | 3071 | 3.065 | 3.046 | 3.084 | 3111
(mpas)y NBA-rich | 2.973 | 3145 | 3279 | 3.237 | 3510 | 3.749
H,O-rich 1216 | 1563 | 1.824 | 1.833 | 2.416 | 3.043
Cagrich/ 2.465 | 2.068 | 1.893 | 1.776 | 1.749 | 1.622

H,O-rich

IET Cyerich/
() Neyol | 0239 | 0551 | 0794 | 1106 | 1491 | 1583
NBA-rich/ | 5597 | 1157 | 0654 | 0.308 | 0.086 | 0.028

H,O-rich

- .
IPA%atthecenteroftie | o) | go3 | 987 | 1153 | 1277 | 1353

triangle
10
¢
14 ® .

£ z

2 | .

X i} ®

l_

n

0.1 A C16-rich/H20-rich ®

O C16-rich/NBA-rich
@ NBA-rich/H20-rich ®
001 b o v bl
0 35 7 10.5 14

Overall IPA in Mixture, %

Fig. 4.7: IFT variation of C1¢/NBA/H,O/IPA quaternary system as afunction of IPA
concentration at the center of each tie triangle.
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Fig. 4.8: IFT between oil, gas and brine phases as a function of pressure at reservoir
conditions (T=82.2 °C) [Amin and Smith (1998)].

As the NaCl concentration in the mixture was increased, the IFT between Cys-rich and
NBA-rich phases decreased (see Table 4-8 and Fig. 4.9). The NaCl % in the figure refers to
the value at the center of each tie triangle representing three-phase compositions. With the
same increase in the NaCl concentration, the IFTs of Cye-rich/H>O-rich and NBA-rich/H,O-
rich increase. When the IFT between Cyg-rich and NBA-rich phases reaches zero, the other
two |FTs become identical, which means that only two phases exist in the system.

Comparison of the results in Fig. 4.9 with those in Fig. 4.8 indicates that there is an
analogy of Ci;¢/NBA/H,O/NaCl system to three-phase fluid systems in field scale gas
injection processes. For three-phase displacement experiments, the Cy6-rich phase represents
the gaseous phase, the NBA-rich phase is the analog of the oleic phase, and the H,O-rich
phase represents the agueous phase.

A relation between IFT and phase density differences is shown in Fig. 4.10. Our data
with IPA show trends similar to the data given by Morrow et al. (1988) and Bardon and
Longeron (1978). The data with NaCl are different in that small concentration differences
result in dramatic changes in IFT but without accompanying changes in density. As
previously stated, most of NaCl goes to the agueous phase. This is why adding NaCl does
not affect the density of the Cis-rich and NBA-rich phases, but forces the component
movement between those phases, which in turn changes the related IFT.
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Table 4-8: Physical properties of the phases obtained from C,6/NBA/H,O/NaCl system.

Samples Mix 1 | Mix 1f | Mix 2f | Mix 3f | Mix 4f | Mix 5f

Do Cue-rich 0.776 | 0.776 | 0.780 | 0.784 | 0.783 | 0.786

(g/cm%/ NBA-rich 0.824 | 0.816 | 0.810 | 0.809 | 0.803 | 0.798
H,O-rich 0987 | 1.022 | 1.043 | 1.055 | 1.066 | 1.067

Viecory | CisTich 2942 | 2.099 | 3.020 | 3.048 | 3.062 | 3.090

(Pag Y 'NBA-rich 2973 | 3.082 | 3095 | 3110 | 3.131 | 3.140
H,O-rich 1216 | 1.300 | 1310 | 1.318 | 1.323 | 1.330
Cagrich/ 2465 | 3244 | 4265 | 4267 | 4714 | 4.645
H,O-rich

IFT Cle-l'iCh /

() | NeArich 0239 | 0083 | 0038 | 0.012 | 0.005 | 0.001
NBA-rich/ 2297 | 3187 | 3824 | 4182 | 4172 | 4.179
H,O-rich

NaCl%atthecenterof | ) | 103 | 213 | 260 | 310 | 317
tietriangle

10
1 =
E -
= o
€ 0.1 3 [ )
n : )
0.01 ¢ 00 C16-ric/H20-rich e
i ® C16-rich/NBA-rich ®
i A NBA-rich/H20-rich
0.001 o
0 1 2 3 4

Overall NaCl in Mixture, %

Fig. 4.9: IFT variation of C;¢/NBA/H,O/NaCl quaternary system as a function of NaCl
concentration at the center of each tie triangle.
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Fig. 4.10: Correlation between IFT and density difference.

4.1.3 Effect of IFT variation and wettability on three-phase relative per meability in
unconsolidated media

For compositional processes such as high-pressure gas injection, in which oil and gas
compositions can vary significantly, variations in gas and oil relative permeabilities as a
function of IFT are of interest. In displacements of oil by gas, considerable exchanges
between these phases can exist, which can substantially modify the physical and chemical
properties of the fluids, especially at their interfaces. The creation of lower IFT between the
oil inplace and the injected gas results in a reduction of the capillary forces, which may make
possible reductions in the residua oil saturation and may modify phase relative
permeabilities. With the presence of water (in a pre-waterflooded reservoir or in WAG
processes), tertiary recovery processes such as gas injection routinely involve three-phase
flow. Thus, the effect of IFT variations on three-phase relative permeabilities must be
delineated for accurate predictious of the performance of gas injection processes.

Although there have been studies of the effect of low IFT on two-phase relative
permeability (Talash, 1976, Bardon and Longeron, 1978, Batycky and McCaffery, 1978,
Amaefule and Handy, 1982, Asar and Handy, 1983, Harbert, 1983, Torabzadeh and Handy,
1984, Fulcher et al., 1985, Delclaud et al., 1987, Tehrani et al., 1997, McDougall et al.,
1997), there are limited experimental data published so far that examine the effect of low IFT
on three-phase relative permeabilities (Delshad et al., 1987). Because the IFT between oil
and displacing fluid is an important parameter for most of enhanced oil recovery techniques,
amost al authors have focussed on the effect of IFT on oil and displacing fluid relative
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permesabilities (Lake, 1989). Experimental results show that residual oil saturation and
relative permeability are strongly affected by IFT, especially when the IFT is lower than
about 0.1 mN/m (corresponding to a range of capillary number of 102-10%). Bardon and
Longeron observed that oil relative permeability increased linearly as IFT was reduced from
about 12.5 mN/m to 0.04 mN/m and that for IFT below 0.04 the oil relative permeability
curves shifted more rapidly with further reductions in IFT. Later Asar and Handy showed
that oil relative permeability curves began to shift as IFT was reduced below 0.18 mN/mfor a
gas-condensate system near the critical point.

Delshad et al. presented experimental datafor low IFT three-phase relative permeabilities
in Berea sandstone cores. The measurements were done at steady-state conditions with a
constant capillary number of 10. They employed a brine/oil/surfactant /alcohol mixture that
included a microemulsion and excess oil and brine. The IFTs of microemulsion/oil and
microemulsion/brine were low, while the IFT between oil and brine remained high. They
concluded that low IFT three-phase relative permesbilities are functions of their own
saturations only. Amin and Smith (1998) have recently published experimental data showing
that the IFTs for each binary mixture of brine, oil and gas phases vary as pressure increases
(see Fig. 4.8 in the previous section). Fig. 4.8 shows that the IFT of gas/oil pair decreases as
the pressure increases whereas the IFTs of the gas/brine and oil/brine pairs approach to each
other. Similar variations can be induced by phase composition changes that occur during gas
displacement processes.

In the sections that follow we report experimental results dealing with the effect of IFT
variation on the three-phase flow. We employed the analog C1¢/NBA/H,O/IPA liquid system
defined in the previous section to represent reservoir fluids. We used both teflon bead packs
and glass bead packs to analyze effects of wettability on low-IFT relative permeabilities.
Finally we report results of experiments to investigate effects of IFT gradient on three-phase
relative permeability functions.

4.1.4 Experimental approach

4141  Analysisprocedure

In the project proposal, we proposed to use computerized tomography (CT) to determine the
saturation profiles along the porous medium and to derive the relative permeabilities
therefrom. Employing analog liquid phases instead of appropriate reservoir fluids, on one
hand, offers flexibility in the experimental analysis of effects of IFT variation on relative
permeabilities, but, on the other hand, resulted in some difficulties with visible attenuation
contrast between the phases in the scanned images. One way to enhance the attenuation
contrast between the liquid phasesis to add some tracers to the liquids, such asiodated oilsto
oleic phase, or high atomic number salts like sodium iodide to the aqueous phase (Siddiqui et
al., 1996). However, as we have shown in the previous section, compositions data and
physical properties of two of three phases are very close to each other, especially around the
critical point (see Table 4-7 and Table 4-8). Tracers that are miscible with individual
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components cannot enhance the attenuation contrast to our desired degree and may influence
phase behavior. To overcome these difficulties, we decided to employ another experimental
technique to evaluate three-phase rel ative permeabilities.

The method proposed by Welge (1952) and Johnson et al. (1959), known as the
combined Welge/JBN-Method, is based on the following assumptions in the determination of
saturation and rel ative permeabilities from two-phase dynamic displacement experiments:

Fluids areincompressible,

Flow is one-dimensional and isothermal,

Three immiscible phases flow, with no mass transfer between phases, and
Capillary effects are ignored.

el SN N

As it can be seen from the measured phase properties in the previous section (see Table
4-7 and Table 4-8), the pre-equilibrated, incompressible three-liquid-phase system (without
IPA or NaCl) has an order of magnitude lower IFT than those of reservoir fluids containing a
gaseous phase. Typica values of IFT for hydrocarbon/water/gas systems at ambient
conditions have arange of 20-70 mN/m. Thus, using the analog liquid system we proposed in
the three-phase displacement experiments is reasonably consistent with the assumptions
required for the application of the Welge/JBN method.

The Welge/lJBBN method was later extended by Virnovski (1985) and Grader and
O’ Meara (1988) independently to three-phase dynamic displacements. The method is applied
as follows. Plots of the recovered pore volumes (PV) of each phase as a function of the
injected PV are generated (Fig. 4.11). The saturation of phasei at the outlet of the core, S is
given by,
de
aQ’
where S’ is the initial saturation of phase i before injecting the third phase, L; is the pore
volume (PV) recovery of phasei, and Q isthe PV of the third phase injected.

S=8-L+Q (4.1)

The relative permeability to phase i, k., is calculated using the following equation,
including gravity,
K. = Q4 f
T KA ((4p),,-pdl) (42)
where (Ap),_,is the differential pressure at the downstream end of the core, which is defined
by Johnson et al. (1959) as (Fig. 4.12),

d(Ap)
(Ap),_, = AD—QW’ (4.3)

where q; is the total flow rate, 4 the viscosity of phase i, | the length of the core, f; the
fractional flow of phase i, k the absolute permeability, A the cross-sectional area of porous
medium, and Ap, the differential pressure across the core. The fractiona flows (fi’s) at the
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outlet of the core were determined from the slopes of tangents drawn to the recovery curves.
Eqg. (4.3) was evaluated from the differential pressure values at the intercepts of the tangents
to the graph of differential pressure vs PV injected after breakthrough.

Phase i

Pore Volumes Recovered, L,, L].

Breakthrough

Y

0 Pore Volumes Injected, Q

Fig. 4.11: The Welge method for the determination of saturations at the end of core.

Breakthrough

Differential Pressure, Ap

A 4

0 Pore Volumes Injected, Q
Fig. 4.12: The JBN method for the determination of the pressure gradient at the end of core.

4142 Por ous medium

Because the Cyg-rich phase always represents the water in the reservoir system (according to
the selection criteriafor the C1/NBA/HO/IPA system presented in the previous section), we
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employed an oil-wet porous medium in the laboratory to simulate the fluid flow in a water-
wet oil reservoir. Alternately, employing a water-wet porous medium in the flow experiments
simulates displacements in an oil-wet reservoir as long as the wetting H,O-rich phase
represents the reservoir oil. Table 4-9 summarizes those phase correspondences for the
analog displacements.

Morrow and McCaffery (1978) performed experiments with compressed porous
polytetrafluoroethylene (PTFE, teflon) media to analyze effects of wetting conditions of
reservoirs on displacement performance. They measured a contact angle exhibited by a given
fluid pair at a smooth PTFE surface to 108° for the water/air pair and 44° for the n-
tetradecane/air pair, an indication that hydrocarbons are wetting and water is non-wetting to
PTFE materials.

Table 4-9: Correspondence of analog and reservoir phases.

Anaog Liquids from | Water-wet reservoir system Oil-wet reservoir system
C16/NBA/HO/PA (Oil-wet lab system) (Water-wet lab system)
Quaternary System (i.e., Teflon bead pack) (i.e., Glass bead pack)
Cye-rich phase WATER WATER

NBA-rich phase OIL GAS

H2O-rich phase GAS OIL

We employed PTFE powder (purchased from Aldrich Chemical Co.) and glass bead
packs (purchased from Cataphote Co.) to mimic a water-wet porous medium and an oil-wet
porous medium, respectively, with our analog fluids. The wetting situation for those porous
media was investigated in the following simple experiments. We measured contact angles
directly by taking images of solid-liquid-liquid interface in a PTFE capillary tubing as well as
in a glass capillary and determining the contact angle. Those measurements were also
verified by series of capillary rise measurements. The results tabulated in Table 4-10 show
that the Cy6-rich phase wets the PTFE tubing more than the other phases whereas the H,O-
rich phase is the most non-wetting phase (see Fig. 4.13). On the contrary, the H,O-rich phase
is the most wetting phase in the glass capillary (see Fig. 4.14). The NBA-rich phase aways
represents intermediate phase when all phases coexist in the tubing.

Table 4-10: Contact angles of analog liquids in teflon and glass tubing.

Ph Phase in which | Contact angle, degrees
ases contact angle . .

from Mix 1 measured Glass capillary Teflon tubing
(ID=0.02cm) (ID=0.02cm)

Cle-riCh/ Cie-rich 143 38

NBA-rich | ~%"'° (NBA-rich wets) | (Cie-rich wets)

Cae-rich/ Cowrich 108 45

H,O-rich 16 (HO-rich wets) | (Cye-rich wets)

NBA-rich/ H.O-rich 76 138

H,O-rich 2 (HO-rich wets) | (NBA-rich wets)
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Cie-rich NBA-rich

NBA-rich H,O-rich

Fig. 4.13: Coexistence of analog liquid phases of Mix. 1 (Table 4-1) in the teflon tubing.

H,O-rich

NBA-rich H,O-rich

Cygrich

Fig. 4.14: Coexistence of analog liquid phases of Mix. 1 (Table 4-1) in the glass capillary.

4143 Fluids

The fluids used in this series of displacement experiments were Cyg-rich, NBA-rich, and
H,O-rich phases with three different compositions taken from Table 4-1 in the previous
section, namely Mix 1, Mix 4, and Mix 6. Fig. 4.15 shows the related phase tie-triangles. We
prepared all mixtures in a 4000-cm® Erlenmeyer, waited for phase equilibrium, and checked
their properties again. As illustrated in Fig. 4.15, the IFT between NBA-rich and H,O-rich
phasesis very sensitive to changesin IPA concentration in the mixture, especially around the
critical point. Because IPA is relatively volatile, specia care was required in displacement
experiments to avoid composition changes due to evaporation. Therefore we tried to prevent
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the mixture from contacting air as much as possible. IFT checks before and after the
experiments indicated that changesin IFT due to evaporation were small.

For the data given in Table 4-7, the largest viscosity ratio is about 2.5 (between the NBA-
rich and H,O-rich phases of Mix 1) and the largest density ratio is about 1.3 (between the
H,O-rich and Cyg-rich phases of Mix 1). The phase correspondence between the analog
phases and reservoir fluids were previously presented in Table 4-9 for both teflon powder
and glass bead packs.

IPA

IFT =0.03 m N/m

JIFT =0.3 mN/m

H,O-rich Phase

IFT =2.3 mN/m

NBA

" NBA-rich Phase

Cie " x .
Csrich Phase

Fig. 4.15: Three-phase compositions used in the experiments.

4144  Apparatus

A simplified schematic of the three-phase dynamic displacement apparatus is shown in Fig.
4.16. The apparatus is capable of injecting one or two phases into the porous medium. The
phases were always kept in one container to avoid any non-equilibrium conditions. The pump
used was a Masterflex Easy-Load Pump with the capacity of 0.06-30 cm®min. The console
drive of the pump alowed the use of two pump heads for the injection of two different
liquids simultaneoudly.

The core holder is made of a 3.18-cm outside diameter by 0.34-cm thick Plexiglas tube
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with two end plugs of the same material. Holes were drilled through both end plugs to allow
fluids to enter and exit the core. The injection pressure across the core was measured by an

analog gauge with 0.05-kPa precision. During dynamic displacement experiments, we used
glass vials with 0.1-cm?® precision to collect the effluent.

We prepared two cores for the experiments. The core holder was packed dry in a vertical
position with either PTFE powder or glass beads. The physical properties of the cores are

presented in Table 4-11. The porosity and homogeneity of the PTFE porous medium were
verified by CT scanning.

Teflon or Glass

s
/ BeadPack
)f
AN

Effluent Accumulation

[
Lail

C,4-rich phase
nB A-rich phage
H,O-rich phjjze

Pump

M— —

Q HOrich

-

Fig. 4.16: Experimental equipment for displacement experiments.

Table4-11: Core properties.

Teflon Pack Glass Pack
Length, cm 36 33
Diameter, cm 25 25
Pore volume, cm® 104.3 64.8
Porosity, % 59 40
Absolute Permeability, D 19 35
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The core holder was positioned vertically to alow creation of a stable displacement front.
Because for the experiments in the teflon pack the gas phase was represented by the denser
H,O-rich phase, this phase was injected from the bottom of the core holder to displace the
less dense Cie-rich and NBA-rich phases. For the experiments in the glass bead pack,
however, we injected the NBA-rich “gas’ phase from the top of the core to have a gravity
stable displacement of the H,O-rich “oil” phase. There was gravity unstability between the
injected NBA-rich “gas” phase and the displaced Cie-rich “water” phase. This will be
discussed later in detail.

4.1.45  Experimental procedure

Anaogue Water-Wet Medium (Teflon powder)

An expected saturation path for displacement experiments can be represented for a given
mixture from the base tie triangle as shown in Fig. 4.17. To obtain this saturation path we
used the following experimental procedure:

1. Wefirst let the Cyg-rich phase (wetting (W), “water”) flow into the porous medium
from the bottom of the core. We did not evacuate the porous medium to avoid causing
any change in the composition of liquid phase containing IPA, but we flushed the
porous medium by CO, to displace air from the pores. Then we injected about five
more PVs of the Cie-rich phase (W, “water”) into the porous medium to make sure
that the PTFE bead packs were saturated completely. We determined the porosity
from the total amount of the Cys-rich phase (W, “water”) stored in the pores and
measured the absolute permeability of the porous medium.

2. Then we injected the NBA-rich phase (intermediate wetting (IW), “oil”) into the
porous medium until no additional Cys-rich phase (W, “water”) was produced. At this
point we determined the effective phase permeability.

3. We simultaneously injected Cyg-rich (W, “water”) and NBA-rich (IW, “oil”) phases
with the same flow rate to set the initia condition of the porous medium before
injection of the H,O-rich phase (nonwetting (NW), “gas’).

4. We darted the dynamic displacement experiment for measuring relative
permesabilities by injecting the H,O-rich phase (NW, “gas’) into the uniformly
saturated porous medium.

5. We collected the effluents and measured the differential pressure across the core as a
function of pore volumes injected (PV1).

6. After the experiment, we cleaned the PTFE porous medium by flooding three PV's of
IPA and flushing with dry air for 24 hours before the next experiment.

168



We repeated the steps 1-6 with another mixture having lower IFT.

H,0

Nonwetting (NW)
phase “gas’

No IPA I
I

oo
@»: thrrough
II ‘ 30
Il I “‘ | |
Initial | S, | ntermediate wetting (IW)
; condn”“BI (@’___’___’;.. phase *oil”
S e & © S5 S £ & 8
Wetting (W)
pha$ “Wmer”

Fig. 4.17: Sample saturation path for three-phase displacement experiment in an artificial
water-wet porous medium.

Anaogue Oil-Wet Medium (Glass beads)

To investigate the behavior of an oil-wet porous medium, we employed a similar
displacement procedure, except that we used a glass bead pack and followed a different
sequence of fluids injected to the core representing different fluid analogs for the alternate
wetting system. Glass beads are widely documented as a naturaly water wet material. We
then adopted the H,O-rich phase of the analog C1/NBA/H,O/IPA ternary system to represent
“oil” and initially saturated the core with this phase to simulate an oil-wet system (see Table
4-9 for the analogy between analog liquids and reservoir fluids). Since the NBA-rich phase
has a density between those of the other two phases, this selection for phase correspondences
inevitably introduces the possibility of gravity instabilities into the vertical dynamic
displacement experiments. How these density differences affect the relative permeabilities as
the IFT isincreased between two of the three phases will be discussed later.
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Fig. 4.18: Sample saturation path for dynamic displacement experimentsin an artificial oil-
wet porous medium.

A sample saturation path for this system is shown in Fig. 4.18. The following procedure
was used to conduct the displacement processes:

1. Wefirst saturated the core with the H,O-rich phase (W, “ail”) by injecting this phase
from the bottom of the core. We then determined the porosity and absolute
permeability of the porous medium in asimilar manner as the water-wet system.

2. Then we injected the Ci6-rich phase (NW, “water”) into the porous medium from the
top of the core until we reached a residual oil saturation, at which time no additional
H,O-rich phase (NW, “water”) was collected from the core outlet. In the same
manner as the water-wet system, we determined the effective phase permeability at
this stage.

3. Simultaneous injection of both the Cie-rich (W, “oil”) and H,O-rich (NW, “water”)
phases using the same flow rate was then conducted until equal amounts of both
fluids were collected at the core outlet. This procedure allows set up of the initial
condition (50/50 wetting and intermediate wetting phase) of the porous medium
before the injection of the NBA-rich phase (IW, “gas’).

4. We then introduced the NBA-rich phase (IW, “gas’) into the uniformly saturated oil

wet medium from the top of the core and conducted a dynamic displacement
experiment for measuring relative permeabilities.
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5. Effluents were collected from the core outlet while differential pressure across the
core as a function of pore volumes injected (PVI) was measured, to aid in the
computation of the three phase rel ative permeabilities using the Welge/lJBN method.

6. The glass bead core was then flooded with about 3 PVI’s of IPA and air-dried for 24
hoursin preparation for another experimental run.

Steps 1-6 were repeated with two other mixtures with lower IFTSs.

415 Experimental results

4151 Analoguewater-wet porous medium (PTFE powder pack)

Displacement experiments were performed with different IFT pairs. All data are summarized
in Table 4-12. After primary drainage of the Ci¢-rich phase (W, “water”) by the NBA-rich
phase (IW, “oil”) up to aresidual phase saturation, we found that the residual Cye-rich phase
(W, “water”) saturation was very high (61.5%), although we applied a relatively high
injection flow rate of 10 cm®min. The porosity and absolute permeability of porous PTFE
packs were also very high. We speculate that this high irreducible value of Cie-rich phase
(W, “water”) might have resulted from the plastic behavior of PTFE powder and the packing
procedure of the core at ambient conditions. Morrow and McCaffery (1978) presented two-
phase displacements in uniformly wetted teflon porous media. They prepared the teflon cores
by compressing the powder in a metal pipe and then sintering at about 370°C. Having varied
the sintering procedure, they obtained solidified cores having a porosity range of 0.24-0.47
and a permeability range of 0.02-2.9 D. The procedure used here to pack and compress the
PTFE particles gave reproducible porosities, permeabilities, and residual Cy6-rich phase.

Theinitial condition in the table represents the NBA-rich (IW, “0oil”) and the Cys-rich (W,
“water”) phase saturations after they were simultaneously injected with about the same rate.
The procedure was documented before. They aso represent the initial saturation distribution
in the core before the gas injection.

Table 4-12: Datafor the displacement experiments in water-wet system (g, =1.5 cm*/min)

IFT Initial Condition | CaPUlary Number 1 m) o
| NBA-rich/ x10 «Qil”
Fluids H.O-rich Cye-rich/ | NBA- Recovery
m?\l m SuBA-rich | Scis-rich |‘_|20- F?Ch/ H,O- %
rich rich
Mix 1 | 2.297 0.208 0.792 4 4 52.2
Mix 4 | 0.308 0.190 0.810 7 41 67.9
Mix 6 | 0.028 0.191 0.809 14 745 71.1
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Fig. 4.19 and Fig. 4.20 show the recoveries of the Cyg-rich (W, “water”) and NBA-rich
(IW, “ail”) phases and the overall pressure drop across the core, respectively, recorded
during each dynamic displacement of a mixture of Cye-rich (W, “water”) and NBA-rich (IW,
“0il”) phases by H,O-rich (NW, “gas’) phase. The IFT values on the figure represent those
of the NBA-rich (IW, “oil”)/H,O-rich (NW, “gas’) pair. Before the analysis, all data after
breakthrough were smoothed by fitting the data to an easily differentiable function. By
applying the Welge tangent construction method to the smoothed data, we obtained a
saturation path for the downstream end of the core. The saturation paths for each experiment
are shown in Fig. 4.21. The symbols marked on the Cis-rich/NBA-rich side of the ternary
diagram represent the initial saturations in the reservoir before the H,O-rich (NW, “gas’)
phase injection. Saturation and permeability data were not obtained for phase saturation
values lower than the saturation at the front. This saturation shock (so-called Buckley-
Leverett shock) causes the outflow saturation to jump over lower part of the saturation
trajectory. After breakthrough, drainage of the Cys-rich (W, “water”) and NBA-rich (IW,
“0il") phases occurs and the saturation of the H,O-rich (NW, “gas’) phase increases.

The capillary number is often used to generalize the effect of capillary forces on trapping
of ail within the pores of the reservoir rock during immiscible displacements. One version of
the capillary number is defined as the ratio of viscous to capillary forces:

Vip

~ocosd’ (4.4)

VvC

where v and up are the velocity and viscosity, respectively, of the displacing fluid, and o and
6 are the IFT and contact angle, between the displacing and displaced fluids. The capillary
number is inversely proportional to the IFT, by definition. The values of N, for the
experiments are given in Table 4-12. As expected, the N, for the displacement of the NBA-
rich (IW, “oil”) by the H,O-rich (NW, “gas’) increases as the IFT between them decreases,
and hence the NBA-rich (IW, “ail”) recovery improves (see Fig. 4.22). The change in the Ny
for the H,O-rich (NW, “gas’)/Cye-rich (W, “water”) pair isrelatively small. The range of Ny
(from 107 t010°®) for the displacements presented here represents a transition in the capillary
desaturation of non-wetting phase from the capillary-viscous equilibrium to the only viscous-
dominated flow (Lake, 1989). At values of Ny < 107, it is assumed that capillary forces
strongly dominate in the flow of non-wetting phases.
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Fig. 4.21: Saturation paths for the displacement experiments.

Rapoport and Leas (1953) derived scaling coefficients to indicate when capillary pressure
effects will be important:
(¢JO'5 IV,
Ng =| =] —=

k) ocos@’ (4.5)

where | and ¢ are the length and porosity of the core, respectively. They primarily focussed
on the product Ivup, because of the experimental difficulties in the measurement of
interfacia tensions and contact angles. They verified the theory with experimental results and
concluded that, above alimiting value of Ivup, the flooding behavior becomes independent of
core length, flow rate, viscosity of injected fluid and capillary end effects. Later Lake (1989)
combined Egs. (4.4) and (4.5) to obtain:
0.5
NRL = (%J chl ! (46)

They suggested that there is a critical value of about 3, above which the capillary pressure
will not affect 1D displacements. The Ngr  values for our experiments (2.3 for the
experiments with the highest IFT and higher for the other experiments) indicate that capillary
end effects were not significant in the displacement experiments performed.
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Fig. 4.22: The NBA-rich “oil” recovery versus capillary number.

Relative Permeabilities

Using the combined Welge/JBN technique, we derived the relative permeabilities using the
smoothed pressure data and Eq. (4.2) for each phase employed in the experiments. The
fractional flows for each phase were determined from the slopes of the recovery curves. The
relative permeabilities to the Cy-rich (W, “water”), NBA-rich (IW, “oil”), and H,O-rich
(NW, “gas’) phases are shown in Fig. 4.23, Fig. 4.24, and Fig. 4.26, respectively.

Fig. 4.23 shows a modest change in the relative permeability to the Cie-rich phase (W,
“water”) as IFT is varied. Many other investigators have shown that the wetting-phase
relative permeability (k-) is afunction of its own saturation and is independent of the initial
saturation distribution (Delshad et al., 1987, Driaet al., 1993). Sahni et al. (1998) found from
their large experimental data set that k., is a function of S,?, with a~5. Our data, however,
correlate best to a third order polynomial, but with trends similar to those reported by Sahni
et al. In related work, Sahni et al. (1996) obtained good agreement between a fifth order
polynomia and three-phase relative permeability data published by Grader and O'Meara
(1988).
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Fig. 4.23: Relative permeability of the Cis-rich (W, “water”) phase as a function of its own
saturation.

The relative permeability to the NBA-rich (IW, “oil”) phase shown in Fig. 4.24 is clearly
dependent on the IFT variations. The data at high phase saturations are fit well by a function

of the form, k, ~S?, which is represented by the dashed line on the figure. Many

researchers have obtained similar expressions for oil relative permeability and many of them
also concluded that the oil relative permeability was a function of its own saturation only and
independent of initial condition (Blunt, 2000). Our data actually deviate from the quadratic
correlation at the low end of the saturation range. We fitted the data best with a third order
polynomial. At lower saturations the data converge to a constant oil saturation, presumably
trapped oil in some pores. The existence of this so-called residua oil might be due to non-
spreading conditions or to the nature of porous medium. It has been established that three-
phase flow in a porous medium is affected by spreading coefficient, which is defined by

C,= Ogw— (O'OW + 0'90) 4.7)

Fig. 4.25 shows a pore scale configuration of analog liquid system on aflat teflon surface. As
it can be seen from the figure, a positive spreading coefficient indicates that spreading of
NBA-rich (IW, “oil”) phase will occur between C16-rich (W, “water”) and H20-rich (NW,
“gas’) phases. The spreading coefficients for our experiments are determined to be -0.071,
0.362, 0.011 mN/m for the IFT values of 2.297, 0.308, and 0.028 mN/m, respectively.
According to these values, in the experiment with the highest IFT of “oil”/"gas’ pair, the
“oil” is expected to be trapped between the “gas’ and “water” phases whereas, in other
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experiments, it is supposed to flow between other two phases as layer drainage. However, the
values here are not conclusive because they are around zero within some experimental error.
Moreover, Adamson (1990) stated that, when the fluids are in equilibrium, a positive
spreading coefficient can not occur. But, in relatively rapid displacement experiments like
ours, it is very difficult to see the effects of layer drainage of “oil” due to the positive
spreading coefficients. Gravity drainage experiments of longer duration will be required to
establish whether layer drainage does occur in these systems.
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Fig. 4.24: Relative permeability of NBA-rich (IW, “oil”) phase as a function of its own
saturation.

The gas relative permeabilities shown in Fig. 4.26 are also sensitive to IFT variations, as
expected due to the fact that the composition and physical properties of the H,O-rich phase
(NW, “gas’) change with IFT variation. The experimental data for H,O-rich phase (NW,
“gas’) relative permeabilities show similar trends to those observed for NBA-rich phase (IW,
“oil”) relative permeabilities. The data obtained were fit with reasonable accuracy by athird
order polynomial.

Fig. 4.27 and Fig. 4.28 show the changesin the NBA-rich (IW, “oil”) and H,O-rich (NW,
“gas’) relative permeabilities as a function of IFT at determined saturation values.
Quantitatively, we observed about a 10-fold increase in the relative permeabilities against a
100-fold decreasein the IFT.

The experiments performed so far demonstrate that there is a significant effect of IFT on
the flow of the nonwetting phases in the presence of a third wetting phase. Additional
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experiments with lower IFTs around the critical tie line and with different initial conditions
will be required to investigate effects of near-critical flow in the presence of athird phase.
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Fig. 4.25: Configuration of analog liquids on teflon surface.
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4152  Artificial oil-wet porous medium (glass bead packs)

Using the same set of fluid mixtures as the water-wet system (refer to Table 4-12) and
applying the procedures described previoudy, three sets of experiments with different fluid
systems having different set of IFT data were also conducted for an artificial oil-wet porous
medium that was glass bead pack. The physical properties of the core are given in Table
4-11. A summary of the experimentsis presented in Table 4-13. The Rapoport-Leas numbers
(>15) for the experiments indicate that capillary effects on the displacements were negligible.
The dimensionless capillary numbers for the displacement of the H20-rich (W, “ail”) phase
by the NBA-rich (IW, “gas’) phase increase dramatically as the IFT between them decreases.
The capillary numbers for the displacement of the C16-rich (NW, “water”) by the NBA-rich
(IW, “gas’), however, decrease slightly because of the small increase in the IFT between
them (see Table 4-7).

Table 4-13: Datafor the displacement experimentsin oil-wet system (g, =5.2 cm®/min).

IFT Initial Capillary Number Density Difference H,O-rich
H,O-rich/ | Condition x10° glem® “Qil”
NBA- s, S Cis-rich/ | NBA- Cie-rich/ | NBA- Recover
rich H20- | =C1E I NBA- rich/ NBA- rich/ y
mN/m rich fich rich H,O-rich | rich H,O-rich | %
2.297 0.552 |0.448 | 275 95 0.048 0.163 51
0.308 0552 |0.448 |65 767 0.086 0.111 63
0.028 0.552 |0.448 |52 9772 0.130 0.043 72

Note that the analogy for the fluids used experiments, constructed upon the phase
behavior and IFT variation of the analog and reservoir fluid systems, does not represent other
properties like density and viscosity of the phases. For example, the lightest Cyg-rich phase
represents the “water” phase, which is mostly the heaviest one in an oil reservoir. The
heaviest H,O-rich phase in the analog system represents “oil” that is intermediate phase in
the reservoir whereas the lightest reservoir “gas’ is represented by the intermediate the NBA-
rich analog phase (see Fig. 4.29). And, the analogy does not include the wettability of the
system either. Because the intermediate wetting analog phase (NBA-rich) in the glass bead
pack represents the “gas’ phase which is supposed to be the most non-wetting in the
reservoir. However, DiCarlo et al. (2000) pointed that the wettability of the gas phase could
be in the same degree of water wettability in oil-wet reservoir porous media.

We injected the NBA-rich (IW, “gas”) phase from the top of the core to have a gravity
stable displacement of the H,O-rich (W, “ail”) phase. However, in this case, there was
gravity unstability between the injected NBA-rich (IW, “gas’) phase and the displaced Ci¢-
rich (NW, “water”) phase. Density differences between the displacing NBA-rich phase and
displaced phases presented in Table 4-13 indicate that, as the IFT is lowered, the gravity
instability can be important because of the increases in density difference between the NBA-
rich and Cy¢-rich phases.
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Fig. 4.29: Schematic illustration of using analog liquid system in the experiments.

Fig. 4.30 shows the recoveries of the Cye-rich (NW, “water”) and the H,O-rich (W, “ail”)
phases as they were displaced by the NBA-rich (IW, “gas’) phase. Fig. 4.31 shows the
recorded pressure drop along the core through each dynamic displacement experiment.

As the recovery plots show, breakthrough occurs at about 0.5 PV1 of the injected “gas”
phase for each displacement. All experiments were conducted at the same flow rate, so the
effect of IFT variation is apparent in the behavior of the recovery slopes after breakthrough
and in the differential pressures measured through each experiment. Lower IFT between the
H2O-rich (W, “oil”) and NBA-rich (IW, “gas’) phases evidently caused |ess interference of
each phase with the flow of other, allowing the injected NBA-rich (IW, “gas’) phase to pass
more freely and causing smaller pressure drops across the core, as shown in Fig. 4.31. The
effect of IFT variation on the breakthrough timeis negligible.

As the IFT between the H,O-rich (W, “oil”) and NBA-rich (IW, “gas’) phases is
lowered, the production of the Cie-rich (NW, “water”) phase is decreased, as Fig. 4.30
shows. The behavior observed in the Cys-rich (NW, “water”) phase may be explained by
various reasons. First, as the IFT of NBA-rich (IW, “gas’)/H,O-rich (W,”ail”) pair is
lowered, the H,O-rich (W,”ail”) phase is displaced more easily with the NBA-rich (IW,
“gas’), causing the Cie-rich (NW, “water”) to be bypassed by both the H,O-rich (W,”ail”)
and NBA-rich (IW, “gas’) phases. The IFT between the Cys-rich (NW, “water”) and the
NBA-rich (IW, “gas’) increases as the IFT between H,O-rich (W,”ail”) and NBA-rich (IW,
“gas’) phases decreases (see the capillary numbers in Table 4-13), increasing the capillary
forces that further resist the ability of Cye-rich (NW, “water”) to be displaced. The bypassed
Cie-rich (NW, “water”) in the large pores is then surrounded by other phases and stays
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immobile unless very high pressure gradients are applied. Note that the measured pressure
drop across the core shown in Fig. 4.31 decreases as |IFT islowered.
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Fig. 4.30: Recovery plots for displaced phases.
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In general, as the degree of rock preferential wettability for any phase decreases, the
relative permeability to that phase increases whereas relative permeabilities to other phases
decrease (Honarpour et al., 1986). The Cis-rich phase is the most non-wetting phase in the
glass bead system and occupies center of the large pores, sometimes as discontinuous
droplets. By lowering the IFT between the NBA-rich (IW, “gas’) and the H,O-rich (W,
“0il”), we also change the rock preferential wettability for both phases. This leads to a
consequence that the NBA-rich phase displaces more H,O-rich phase bounded aong the
walls of the pore, but traps more Ci¢-rich “water” in the center of the large pores.

Another possible explanation for the trapping behavior of the most nonwetting phase is
the gravity instability between the Cyg-rich (NW, “water”) and NBA-rich (IW, “gas”’) phases,
caused by the inconsistent densities of these phases with respect to the physical values that
would be expected in a“gas’/” ail” system (see density differencesin Table 4-13). Recall that
for this artificialy oil-wet system, “water” is now represented by the lightest Cy6-rich phase.
As can be seen from the data in Table 4-7, with increasing IPA content of the mixtures, the
density difference between the Cyg-rich and NBA-rich phases increases. Upon the injection
of the NBA-rich “gas’ phase from the top of the core, this phase remained in gravity
equilibrium with the H,O-rich “oil” phase, but not with the lightest Cys-rich “water” phase. It
is possible that gravity instability caused the injected phase to finger through the Cie-rich
“water” phase, reducing the amount recovered.
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Relative Permeabilities

All data after breakthrough were smoothed to obtain a differentiable function for use in the
application of Welge tangent construction method to calculate the saturation path at the
downstream end of the core. The method described by Grader and O’ Meara (1988), which
extends the JBN method to calculating relative permeabilities for three-phase flow, was used
to compute the relative permeabilities for the oil-wet system from the smoothed pressure and
recovery data. Fig. 4.32, Fig. 4.33, and Fig. 4.34 show the resulting relative permeabilities
for the Cie-rich (NW, “water”), NBA-rich (IW, “gas’), and H,O-rich (W, “oil”) phases,
respectively.

The reduction in recovery of the Cie-rich (NW, “water”) phase is manifested in Fig. 4.32
where the relative permeability values for this phase drop sharply as the IFT of the
“gas’/”ail” pair is decreased. Note that the IFT between displaced Cie-rich (NW, “water”)
and injected NBA-rich “gas” stays amost constant. “Water” in this case is bypassed by the
“oil”, which is moving with the injected “gas’ phase at a lower resistance. At higher
saturations, there is amost no discernible effect of IFT variations on the relative permeability
of water. The apparent reduction in relative permeability becomes significant only at lower
saturations.
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Fig. 4.32: The Cyg-rich “water” relative permeability as a function of its own saturation.

The H,O-rich “0il” recovery plotsin Fig. 4.30 do not manifest any change in its recovery
slopes despite lowering the IFT between the H,O-rich (W, “oil”) and NBA-rich (IW, “gas’)
phases. However, they reflect a higher cumulative H,O-rich “oil” recovery despite the same
flow rate albeit a alower IFT. This behavior resultsin higher relative permeability curves of
the H,O-rich “oil” phase, as can be seen in Fig. 4.33. The NBA-rich “gas’ phase on the other
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hand reveals a small effect of IFT variation on relative permeability. This can be explained
by increasing the degree of rock preferential wettability for that phase, which makes its
relative mobility lower, and trapping the most non-wetting Cie-rich phase, which occupies
much volume that restricts the flow of the NBA-rich “gas’ phase.
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Fig. 4.33: The H,O-rich “oil” relative permeability as afunction of its own saturation.
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4.1.6 Discussion

Fig. 4.35 and Fig. 4.36 show summaries of all relative permeability data obtained from
displacements in oil-wet and water-wet porous systems. In Fig. 4.35, we observe that except
for the observed reduction in “water” relative permeability and a slight increase in the “gas’
phases, IFT variation has minimal effect on both the Cyg-rich (NW, “water”) and the NBA-
rich (IW, “gas’) phases. The effect of IFT variation is very distinct in the H,O-rich (W, “ail”)
phase for an artificially oil-wet porous medium. A two-order of magnitude reduction in IFT
of the “oil”/"gas’ pair results in about a one-order of magnitude increase in the “oil” relative
permeability, which is similar to that observed for “oil” relative permeability in a water-wet
system as shown in Fig. 4.36. Although the trends of “oil” relative permeability in both
wettabilities are found to be similar, the relative permeability in the water-wet system is
dlightly higher than that of an oil-wet system. The residual oil saturation in both wettability
systemsis decreased with lowering the IFT between “oil and “gas’ phases.

In the analogue oil-wet system (glass bead), where the Cy6-rich phase was the most non-
wetting fluid, very little effect of IFT variations on the Ci¢-rich “water” relative permeability
was observed at higher saturations. However, at lower phase saturations, the Cyg-rich “water”
phase showed sharp declines that may have been due gravity instability between the injected
NBA-rich “gas’ phase and displaced Cy6-rich “water”.

In the analogue water-wet system (teflon beads), the effect of lower IFT resulted in
identical changes in relative permeability for both non-wetting NBA-rich “oil” and H,O-rich
“gas’ phases. For the oil-wet system, however, we observed that the effect of variations in
IFT is smaller for the NBA-rich (IW, “gas’) phase, especially at higher saturations. It is also
interesting to note that reduction of Cye-rich (NW, “water”) phase due to the IFT variation
and/or gravity instability resulted in keeping the injected NBA-rich “gas’ phase relative
permeability roughly constant.

For the NBA-rich phase, which was the intermediate wetting phase in both analogue
water-wet and oil-wet systems, the relative permeability curves exhibited a more abrupt drop
at lower saturations even though they represented different fluids for the two different
wetting systems.

For the H,O-rich phase, a distinct effect on the relative permeability is observed in both
the oil-wet and water-wet systems. In the water-wet system where this phase represented
“gas’, the relative permeability curves manifested a more steady decrease at lower saturation
whereas the oil-wet system, where this fluid now represents “oil”, showed a more abrupt
drop in the relative permeability at lower saturations. But, it should be noted that, its
saturation increased in the water-wet displacements, whereas it decreased in the oil-wet
displacements. In both cases, we demonstrated higher relative permeabilities at lower IFT
between “oil” and “gas’ phases for the water-rich phase.
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Reviewing the relative permeability data for both the water-wet and oil-wet systems, we
find that there are some similarities in the behavior of relative permeability curves in both
wetting systems, if we track the changes in the order of increasing fluid density. Regardless
of the wetting fluid or the wetting system, a more distinct effect on the relative permeability
is observed in the densest fluid, i.e, H,O-rich phase, which suggests that vertical
displacements were influenced by the density differences between the fluids in our analog
system. Comparison of the results of vertica displacements with those of horizontal
displacements for the same fluid system might be able to delineate the extent of the influence
of these density differences.

4.1.7 Summary

Use of the analog liquids instead of real reservoir fluids requires the use of appropriate
porous medium because of system wettability. Teflon bead packs were employed in the
displacement experiments to simulate a water-wet porous medium with the analog liquids
whereas glass bead packs were employed to mimic an oil-wet reservoir. Three dynamic
displacement experiments with IFTs of 0.028, 0.308, and 2.297 mN/m of NBA-rich phase -
H,O-rich phase pairs were performed. The relevant three-phase relative permeabilities were
obtained from the recovery and pressure drop data by applying the Welge/JBN method.

In the water-wet porous system (teflon beads), the wetting phase (Cie-rich) relative
permeability was not much affected by the IFT variation whereas the relative permeabilities
to both non-wetting NBA-rich “oil” and H,O-rich “gas’ phases were clearly affected. ASIFT
decreases the NBA-rich “ail” and H,O-rich “gas’ phases become more mobile at the same
phase saturations, with an increase in relative permeability of about an order of magnitude
resulting from a two-order of magnitude reduction in IFT between the two non-wetting
phases.

In the analog oil-wet system, where the Cye-rich phase was the most non-wetting fluid,
the H,O-rich “oil” phase relative permeability increased with one order of magnitude against
about two-order of magnitude reduction in IFT of NBA-rich “gas’/ H,O-rich "ail” pair. The
trends of “oil” relative permeability in both wettabilities were similar, however. The “oil”
phase was more mobile in the water-wet system than in the oil-wet system. At higher phase
saturations there was little change in the “water” relative permeability whereas, at its lower
saturations, the “water” became trapped, possibly due to the variations in the IFT and a
possibility of a gravity instability between the injected “gas’ and displaced “water”. The
“gas’ relative permeability was roughly constant, compared to that for a gravity-stabilized
gasinjection in awater-wet porous system.
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4.1.8 Effect of IFT variation and wettability on three-phase relative per meability in
ber ea sandstone

Because of considerable experimental difficulties in the measurement of three-phase relative
permeabilities, most of researchers have first employed experiments in unconsolidated
porous materials, such as sand packs or bead packs. For example, amost all gravity drainage
experiments, which have recently contributed much to understand physical mechanisms
underlying three-phase displacements, have been done in unconsolidated sandpacks (Skauge
et al., 1994, Vizika and Lombard, 1996, Sahni et al., 1998, DiCarlo et al., 2000). However, it
is aso useful to consider consolidated porous media, in which capillary forces are greater
than in unconsolidated sand packs. Higher capillary forces in relatively low-permeability
consolidated rocks may change behavior of relative permeabilities to the corresponding
phases. In this section, we report results of measurements of three-phase relative
permeabilities in Berea sandstone.

A summary of the experimental work on three-phase relative permeability in
consolidated porous materialsis given in Table 4-14. This summary was obtained from three
sources that reviewed available data (Honarpour et al., 1986 for three-phase relative
permeability data obtained in consolidated porous media until eighties and Blunt, 2000 and
Pgjic and Maini, 2003 for the experiments done later). As can be seen from the table, Berea
sandstone has often been preferred because of its relative uniformity and genera
acceptability as an industry standard. Although consolidated cores with different wettabilities
were considered, gravity drainage experiments that can investigate the effects of spreading
behavior of three phases on the displacement behavior in consolidated media are still lacking.
Such experiments have recently been attempted by some authors for unconsolidated porous
media (DiCarlo et al., 2000). They measured the three-phase relative permeabilities for
water-wet and oil-wet unconsolidated sandpacks. They concluded that the gas relative
permeability was lowered significantly when water was present in an oil-wet system. This
was apparently due to the water competing for the large pore spaces, hindering the gas flow.
The smaller gas relative permeability can lead to less preferential flow and less gravity
override, enhancing the sweep of the gas injection. Important features such as the lowered
gas relative permeability and the low residual saturations are unigue to three-phase systems
and are not included in current three-phase relative permeability models that just extrapolate
two-phase relative permeabilities.

Almost all researchers used fluids that had high interfacial tensions (IFTs). Only Delshad
et al. (1987) and Dria et al. (1993) attempted to measure low-1FT three-phase relative
permeabilities. Delshad et al. presented experimental data for low-IFT three-phase relative
permesabilities in Berea sandstone cores. The measurements were done at steady-state
conditions with a constant capillary number of 102 They employed a
brine/oil/surfactant/alcohol mixture that included a microemulsion and excess oil and brine.
The IFTs of microemulsion/oil and microemulsion/brine were low, whereas the IFT between
oil and brine was high. They concluded that low-IFT three-phase relative permeabilities are
functions of their own saturations only. Dria et al. injected CO, gas, oil, and brine into a
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carbonate core at high temperature (71 °C) and high pressure (9.65 MPa) so that phase
behavior and flow would be similar to reservoir conditions. Results showed that significant
differences existed between the three-phase gas/oil/brine relative permeabilities measured
when the gas was high pressure CO, and those measured when the gas was low pressure No.
They reported that the IFT between the oil and CO, phases was about an order of magnitude
lower than that for the low pressure N/oil mixture.

Table 4-14: Summary of three-phase flow experimentsin consolidated porous media.

Authors

Porous Material

Experimental Method

Caudleet al. (1951)

Consolidated sandstone

The Penn State method

intermediate, and oil-wet

Berea Sandstone Hasser's capillary pressure
Corey et al. (1956) method
Sarem (1966) Berea sandstone Unstead-state method
Berea sandstone
Donaldson and Dean (1966) Arbuckle limestone Unsteady-state method
Saraf and Fatt (1967) Boise sandstone Single core dynamic method
Schneider and Owens (1970) Torpedo sandstone Dynamic method
Tensleep sandstone .
Van Spronsen (1982) Berea sandstone Stead-state centrifuge method
Delshad et al. (1987) Berea sandstone Steady-state method
Oak (1990) Berea sandstone, water-wet Stead-state method
Berea sandstone,
Oak (1991) ntermediate wet Stead-state method
Driaet al. (1993) Baker dolomite Steady-state
Skauge and Larsen (1994) Sanastones, water-wet, Unstead-state method

. Berea and Clashach Both stead-state and unsteady-
Eleri etal. (1995) sandstones state methods
Sandstones, water-wet,
Baker (1993) intermediate-wet, and oil- Steady-state method
wet
Akin and Demiral (1997) Berea sandstone Dynamic method
Sahni et al. (1998) Berea sandstone Gravity drainage
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4.1.9 Experimental design

4191 Por ous medium

We employed a Berea sandstone core in the experiments. The core properties are presented
in Table 4-15. We fired the core at about 800 °C to avoid interactions between the clay
content of the core and water. For this core we determined a residual water saturation of
about 22%.

Table 4-15: Core properties.

Length, cm 27.5
Diameter, cm 25
Pore volume, cm?® 28
Porosity, % 20.7
Absolute Permeability, D 0.294

4192 Fluids

We employed two anal ogue three-phase systems, in which the IFT between two of the phases
could be varied systematically while holding the IFTs between the other pairs of phases
roughly constant. The first system included fluid mixtures of Cis, NBA, H,O, and IPA, in
which only the IFT between the H,O-rich and NBA-rich phases varies. Using this systemin a
naturally water-wet Berea sandstone core with an analogy that the wetting H,O-rich analog
phase represents the reservoir “oil”, the intermediate wetting NBA-rich phase mimics the
injected “gas’, and the nonwetting Cyg-rich analog phase represents the “water” phase in
reservoir, we measured three-phase relative permeabilities for an oil-wet porous medium. We
obtained the second analog system by replacing the IPA in the mixtures by sodium chloride
(NaCl), which gives a different phase behavior and shows IFT variations between the pair of
Cie-rich/NBA-rich phases. Employing this analog system with an analogy that the wetting
H,O-rich, the intermediate wetting NBA-rich, and the nonwetting C,¢-rich phases represent
the “water”, the “oil”, and the “gas’ in areservoir, respectively, and the same sandstone core
in the displacement experiments, we derived water-wet three-phase relative permeabilities.
The phase behavior and physical properties of these systems were presented in Section 4.1.2.

We used three different compositions from the C;6/NBA/H,O/IPA system (Mixtures 1, 4,
and 6 in Fig. 4.2 and Table 4-1). These compositions give the phases that have an IFT
variation of one pair of three phases from 2.297 to 0.028 mN/m. Such a fluid system in a
naturally water-wet Berea sandstone core should represent an “oil”-wet porous medium
based on the IFT variation of the compositional system (see Table 4-9). For water-wet
reservoir systems, we considered four different mixtures from the C,;6/NBA/H,O/NaCl
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system (Mixtures 1, 1f, 3f, and 4f in Fig. 4.4 and Table 4-5). The IFT between the C¢-rich
and NBA-rich phases varies from 0.239 mN/mto 0.005 mN/m.

4193  Experimental set-up

A schematic of the experimental design is shown in Fig. 4.37. The pre-equilibrated analog
liquid phases were injected by means of positive displacement pumps at constant flow rates.
Careful attention was paid to prevent any contact of fluids with air, which could cause
changes in phase compositions. The core holder was a modified Hassler design machined
from PVC material. All displacements were performed horizontally. The injection pressure
was read at the inlet of the core holder by an analog pressure gauge with a 0.5-psi (about 3.5
kPa) resolution. The outlet of the core was held at atmospheric pressure so that the injection
pressure was taken as the pressure drop across the core. A confining pressure was applied by
means of gas supply on a plastic sleeve, which was mounted on the core to prevent any leak
between the sleeve and the core. Effluents were accumulated at the outlet by means of glass
vials with a resolution of 0.1 cm®. During the experiment 16 glass vials were used to obtain
16 data points for recovery and pressure drop plots.

Effluent Accumulation

i

Fig. 4.37: Experimental set-up for displacementsin consolidated porous medium.

C,¢rich phase
nBA-rich phase
H,O-rich phase

Pc

Berea core

Core Holder

For the displacement experiments with the Cis/NBA/H,O/IPA analogue system, we
employed similar experimental and data evaluation procedures described in the previous
sections for “oil-wet” experiments with glass bead packs.
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For the water-wet displacements in Berea sandstone with Ci6/NBA/H,O/NaCl analogue
system, we started by saturating the core by the H,O-rich (W, “water”) phase, which was
then displaced by the NBA-rich (IW, “oil”) phase until no H,O-rich phase was produced. At
this point we determined a residual “water” saturation of about 22%. A simple saturation
path for this kind of displacement is depicted in Fig. 4.38.

H-O
Wetting (W) phase
) 9 13 Watel’”

No NaCl

7 \\
®0K 1@) 20
» Intermediate wetting (1W)
--------------------------- : phase - “oil”
Cio L pdowmei™™ . . . . . \NBA
N v & W & © A & )
Nonwetting (NW)
Phase - “gas’

Fig. 4.38: Saturation path for three-phase displacement experiment in a water-wet Berea
sandstone core.

Simultaneous steady-state injection of the H,O-rich (W, “water”) and NBA-rich (IW,
“0il") phases was conducted to establish an initial saturation distribution through the porous
medium just before the gas injection process. A Cie-rich (NW, “gas’) phase injection was
then performed. Recovery and differential pressure data were recorded for each experiment
to derive relative permeabilities therefrom using an extension of Welge and JBN methods.
After each experiment, the core was cleaned by injecting about five PV of IPA+H,0 mixture
and air-dried for the next experiment.

4.1.10 Displacementswith C1¢/NBA/H,O/IPA liquid system

Using this analog liquid system in the displacements through a naturally water-wet Berea

193



sandstone core, we represent a three-phase flow in an “oil”-wet porous medium. So, our
phase correspondence was that the nonwetting Cie-rich phase represented “water”, the
wetting H,O-rich phase represented “oil” and the intermediate wetting NBA-rich phase
represented “gas’ in the experiments. These experiments were similar to those done before
with glass bead packs, except that the flow here was horizontal, in an attempt to limit effects
of gravity instability between C,¢-rich “water” and NBA-rich “gas’ phases on displacement.

A summary of experiments is given in Table 4-16. The recovery data for the Cie-rich
(NW, “water”) phase and H,O-rich (W, “0il”) phase and total pressure drop across the core
are presented in Fig. 4.39. The three-phase relative permeability to all phases derived from
the data given in Fig. 4.39 using the combined Welge/JBN method is shown in Fig. 4.40.
Smaller production of any displaced phase after breakthrough results in relative permeability
data for narrower saturation interval.

Table 4-16; Datafor the displacement experiments in Berea core (¢ =1.1 cm®/min).

IFT Inltlal . -5 . ¥ aH L
ids H,O-rich Condition Capillary Number x10 Hzgg(l: gceron
INBA-rich [ T~ "INBA-fich/ | NBA-ficty el
mN/m 20-ich | =CI6rich | & —rich H,O-rich
Mix 1 2.297 0.612 0.388 58 20 42.8
Mix 4 0.308 0.631 0.369 13 159 53.7
Mix 6 0.028 0.623 0.377 11 2049 62.6

In the displacements we observed very early breakthroughs at about 0.2 PVI. This could
have resulted from the fact that a gravity tongue of the injected phase could form in the
horizontal displacement. The injected NBA-rich “gas’ phase had an intermediate density in
the system. This could result in a gravity tongue with respect to the lightest Cy6-rich phase
and a gravity override with respect to the heaviest H,O-rich phase. As can be seen in Fig.
4.39, both recovery plots show clear changes in response to decreasing IFT. The ultimate
H,O-rich “oil” recovery increased in response to lowering the IFT. As observed in the
vertica displacement experiments with the same set of compositional system in
unconsolidated glass bead packs, less Cyg-rich “water” was produced as the IFT of H,O-rich
“0il”/NBA-rich "gas’ pair was lowered. Hence more Cy¢-rich “water” was bypassed by “oil”
and “gas’. The differential pressure was measured to be higher than those for experimentsin
unconsolidated media, as expected for alower-permeability consolidated porous medium.
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Fig. 4.39: Recovery and differential pressure data for horizontal displacementsin “oil-wet”
Berea sandstone core. (The C16/NBA/H,O/IPA anaog liquid system was used.)
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Fig. 4.40: Relative permeabilities determined from horizontal displacements performed in
“oil-wet” Berea sandstone core. (The C16/NBA/H20/IPA analog liquid system was used.)
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The apparent “trapping” of Cie-rich (NW, “water”) phase can be better seen in “water”
relative permeability shown in Fig. 4.40. Recall that the IFT between the Cyg-rich “water”
and NBA-rich “gas’ phases increases as shown in Fig. 4.7, which, in turn, increases the
capillary resistance between the injected NBA-rich “gas’ and displaced Cys-rich “water”.
However, reducing capillary effects between the NBA-rich (IW, “gas’) and H,O-rich (W,
“0il”) phases by lowering the IFT between them makes the “gas’ displace the “oil” more
easily. This also reduces the displacement pressure drop as can be seen Fig. 4.39.
Consequently, the nonwetting “water” is bypassed by the other two phases and retained in
the porous system.

We observed distinct increases in HpO-rich “oil” and NBA-rich “gas’ relative
permeabilities in response to reduction in their IFT. However, the change in the NBA-rich
“gas’ relative permeability was relatively small compared to that in the H,O-rich “oil”
relative permeability and also to that in “water-wet” teflon packs. This is a consequence of
the “water” trapping, just likein WAG processes.

4.1.11 Displacementswith C1¢/NBA/H,O/NaCl liquid system

This analog liquid system in naturally water-wet Berea sandstone represents three-phase flow
in actual water-wet porous medium, which means that the H,O-rich phase represents “water”,
the intermediate NBA-rich phase represents “oil” and the lightest Cyg-rich phase represents
“gas’. A summary of experimentsisgivenin Table 4-17. The recovery data for the H,O-rich
“water” phase and NBA-rich “oil” phase and total pressure drop across the core are presented
in

Fig. 4.41. The three-phase relative permesability to all phases derived from the data givenin
Fig. 4.41 using the Welge/JBN method is shown in Fig. 4.42. An additional experiment with
the phases of Mix 1 was run vertically to show differences between horizontal and vertical
displacements. In genera the horizontal and vertical displacements in Berea sandstone
yielded similar recovery and pressure data.

Table 4-17; Datafor the displacement experiments with Berea core (g =1.1 cm*/min).

I FT I nltl al . -5 - wA\G
ids Cue-rich Condition Capillary Number x10 geBC,g\-/r:h Qil
INBA-tich o~ To — TCirichl | Cilichl | g )
mN/m | “H20-ich | SNBA-ich | 1y 5 rich NBA-rich
Mix 1 0.239 0.615 0.385 15 58 42.9
Mix 1f | 0.083 0.619 0.381 11 171 50.8
Mix 3f | 0.012 0.637 0.363 9 1177 34.6
Mix 4f | 0.005 0.638 0.362 8 2863 30.8
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Fig. 4.41: Recovery and differentia pressure datafor horizontal displacements performed in
“water-wet” Berea sandstone core. (The C16/NBA/H,O/NaCl analog liquid system was used.)
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Fig. 4.42: Relative permeabilities determined from horizontal displacements performed in
“water-wet” Berea sandstone core. (The C16/NBA/H,O/NaCl analog liquid system was used.)
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The recovery data presented in Fig. 4.41 show very interesting behavior. The NBA-rich
“oil” recovery with the second mixture (Mix 1f) increased as the IFT was lowered. However,
when we lowered the IFT further more to 0.012 mN/m, the NBA-rich “oil” recovery
surprisingly decreased. This was unexpected behavior based on our previous experiences
with the experiments in teflon bead packs designed to mimic a “water-wet” reservoir. If we
further lowered the IFT into 0.005 mN/m, we observed only two-phase at the outlet. We
obtained steady increases in the H,O-rich “water” phase, so this phase should not be much
affected by IFT variations. The other phase must be a composed of the NBA-rich “oil” and
Cie-rich“gas’ phases.

This behavior could be the result of the fluid-rock interactions. It is conceivable that the
interaction between the sandstone and NaCl could cause some changes in the phase behavior
of the fluid system. More work will be needed to determine the reason for the observed
behavior.

This effect can also be seen in the determined relative permeabilites shown in Fig. 4.42.
The H,O-rich “water” relative permeability data should be more or less correct, because of
minimum interaction between other phases and itself. For the displacement with 0.005 mN/m,
no data for NBA-rich “oil and Cys-rich “gas’ phase relative permeability are reported. The
data obtained from the first and maybe the second mixtures allow only limited comparisons.
To investigate further the behavior of water-wet systems, we performed a series of similar
displacement experiments in unconsolidated glass bead packs that eliminate potential fluid-
rock interactions.

We used the same glass bead pack used in the experiments described in Section 3.2.3. We
employed gravity-stabilized vertical displacement experiments by injecting the lightest phase
(Cierich) from the top. A summary of experiments is given in Table 4-18. Recovery,
differential pressure, and evaluated three-phase relative permeability are presented in Fig.
4.43 and Fig. 4.44. The gravity-stabilized experiments resulted in later breakthrough values
and higher ultimate recoveries of the NBA-rich “oil” phase. In these displacements, we did
not observe any disturbing effect on the low-1FT phases.

The NBA-rich “oil” recovery increased steadily as the IFT of NBA-rich “oil”/Cye-rich
"gas’ pair was lowered. Especialy with the lowest IFT the recovery reached at a very high
value, which says that we were very close to miscible region. Although moderate changes in
water production were observed, the production in the lowest-IFT displacement decreased.

The effect of the IFT variation on the NBA-rich (IW, “oil”) phase relative permeability
was significant. Although the Cie-rich (NW, “gas’) phase relative permeability also
increased as the IFT was lowered, the change was relatively smal. We observed
considerable changes in the H,O-rich (NW, “gas’) phase relative permeability obtained from
the displacements in teflon bead packs.

For the corresponding saturation interval we obtained moderate changes in the H,O-rich

(W, “water”) phase relative permeability. This is comparable with the result we obtained
using teflon bead packs.
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Table 4-18: Datafor the displacement experiments in glass bead packs (g =2.3 cm®/min).

IFT Initial . 5 . -
s Cyertich Condition Capillary Number x10 geBCg\-/g;:h Oil
INBA-rich [ T~ [Ciricd | Clichl | g y
mN/m 20-rich | NBA-rich | O rich NBA-rich
Mix 1 0.239 0.562 0.438 31 125 77.4
Mix 1f | 0.083 0.591 0.409 24 361 82.3
Mix 3f | 0.012 0.592 0.408 18 2462 93.9
Mix 4f | 0.005 0.534 0.466 17 6014 98.5

4.1.12 Results and discussion

Fig. 4.45 and Fig. 4.46 show a summary of al three-phase relative permeabilities determined
in both consolidated and unconsolidated porous media with different wettabilities. In the
previous section, three-phase relative permeability data were summarized in Fig. 4.35 and
Fig. 4.36. Thefollowing isa comparison of all three-phase experimental data obtained.

Similar trends in Cyg-rich (NW, “water”) phase relative permeability, observed in
unconsolidated “oil-wet” system (glass beads), were also observed in consolidated “oil-wet”
system (Berea sandstone). However, we found that more Cyg-rich “water” was retained in
Berea sandstone for the same relative permeability. This fact that can be explained by the
differences in capillary pressure functions of consolidated and unconsolidated porous
systems aso provides evidence that the trapping of Cie-rich “water” phase in an “oil-wet”
medium had to be caused by the variationsin the IFT of the fluid system. At high saturations,
the effects of IFT variation on Cye-rich “water” relative permeability were small. Having
used different analog liquids to represent the “water” in “water-wet” unconsolidated porous
media (Ce-rich phase of Ci36/NBA/H,O/IPA analogue system in teflon beads and H,O-rich
phase of Cis/NBA/H,O/NaCl system in glass beads), we observed moderate changes in
“water” relative permeability. The “water” relative permeability in “water-wet” Berea
sandstone had the same trend with that in glass bead packs, but shifted to higher saturations
because of ahigh residual saturation in the Berea sandstone.

The H,O-rich (W, “oil”) phase relative permeabilities in “oil-wet” systems (smulated by
employing Cis/NBA/H,O/IPA analog system in glass bead packs and Berea sandstone)
showed almost the same trends and changes in response to the IFT variations at intermediate
phase saturations. At lower saturations more residua “oil” is left in the Berea sandstone due
to ahigh residua saturation. “Oil” relative permeability in “water-wet” porous media showed
big differences at low saturations. For the lowest IFT, the residual “oil” in unconsolidated
glass bead packs was almost zero. The “oil” relative permeability in both unconsolidated
glass bead and teflon bead packs is comparable in magnitude. The residual “oil” saturation
in “water-wet” Berea sandstone was found to be higher.
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Fig. 4.44. Relative permeabilities determined from gravity-stabilized displacementsin
“water-wet” glass bead packs. (The C16/NBA/H,O/NaCl analog liquid system was used.)
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Fig. 4.45. Summary of relative permeabilitiesin “oil-wet” glass bead packs and Berea
sandstone. (The C16/NBA/HO/IPA analog liquid system was used. The numbersin the
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“Qil” and “water” relative permeabilities are comparable to those obtained by Oak (1990)
for water-wet Berea sandstone. The “oil” relative permeability in “oil-wet” system behaves
similarly to the “water” relative permeability in “water-wet” system, and vice versa. A
similar observation was obtained by DiCarlo et al. (2000).

“Gas’ phase relative permeabilities show similar trends in both “oil”-wet and “water” -
wet systems, but have different values for different wetting conditions. “Gas’ relative
permeability in the Berea sandstone core was found to be higher. Experiments in the Berea
sandstone core with both wettability systems show that “gas” relative permeability was very
similar in both systems. The change in “gas’ relative permeability due to lowering the IFT
was very small for “oil-wet” systems. We obtained higher changes in “gas’ relative
permeability in the “water-wet” teflon bead system than in all other porous and liquid
systems.

Lowering IFT apparently reduced the amount of residual “oil” in al kind of porous
media. Fig. 4.47 shows a relationship between the recovery of “oil” phase versus the
dimensionless capillary number. The “oil” recovery is directly proportional with the capillary
number. There is a distinct difference between recoveries of consolidated Berea sandstone
and unconsolidated bead packs, independent of the wetting condition. We recovered more
“oil” from unconsolidated porous systems. Recoveries of “water-wet” unconsolidated bead
packs with different liquid systems have similar trends. Limited data with Berea sandstone do
not show any difference in recoveries of different wettability systems. We obtained more
“oil” recovery from unconsolidated “water-wet” system than that from unconsolidated “oil-
wet” system.
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Fig. 4.47: Recovery of “oil” phase as afunction of capillary number.
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4.1.13 Conclusions

We employed three-phase displacement experiments in Berea sandstone, a naturally water-
wet consolidated porous rock, to investigate effects of variations in the IFTs of three-phase
systems on three-phase relative permeability. We used two three-phase analog liquid systems
that have different phase behavior to change the wettability condition of the porous system.
The Ci/NBA/H,O/IPA system, which has a varying IFT between wetting H,O-rich and
NBA-rich phases with increasing IPA content in the mixture, represented an “oil-wet”
system in Berea sandstone. The Cis/NBA/H,O/NaCl system, which has a varying IFT
between non-wetting Cie-rich and NBA-rich phases with increasing NaCl content in the
mixture, represented a “water-wet” system in the same Berea sandstone core. In this system,
we observed some disturbances in the phase behavior of the analog liquid system that made
the analysis of the investigation difficult.

The following are the main results:

1. In the “oil-wet” consolidated and unconsolidated systems, we observed that at low
saturations the “water” phase was retained in the porous medium as the IFT of the
“gas’/”ail” pair was lowered. In consolidated Berea sandstone the trapped volume
was larger. At high saturations, the effects of IFT variation on “water” relative
permeability was observed to be small. Moderate changes were observed in “water”
relative permesability in “water” -wet porous systems.

2. “Oil” relative permeabilities in all experiments showed similar trends, but more
residual “oil” left in the Berea sandstone. The “oil” relative permeability in “oil”-wet
system behaved similarly to the “water” relative permeability in “water”-wet system,
and vice versa. Lowering IFT apparently reduced the amount of residual “oil” in all
kinds of porous media employed in this study.

3. “Gas’ phase relative permeabilities showed similar shapes in both “oil”-wet and
“water”-wet systems, but had different values for different wetting conditions. Gas
relative permeability in the Berea sandstone core was found to be higher, compared to
that in unconsolidated porous media. Experiments in both wettability Berea sandstone
cores show that “gas’ relative permeability behaves the same.

4. We observed a distinct difference between recoveries of consolidated Berea
sandstone and unconsolidated bead packs, independent of the wetting condition. We
recovered more “oil” from unconsolidated porous systems.

4.2 Summary

Accurate reservoir smulation of multicontact gas injection processes requires information
about the physics and chemistry of three-phase flow in porous media because such processes
routinely include flow of three mobile phases (either because the reservoir has been
previously waterflooded or because water is injected alternately with gas in order to improve
overal reservoir sweep efficiency). An important and significant difference of three-phase
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flow during multicontact processes from other three-phase flows is that such processes have
variations in IFT between one pair of the three phases. Hence effects of the IFT gradients
along the displacement path on three-phase relative permeabilities must be understood
sufficiently for the accurate prediction of the performance of gas injection processes.

The experimental study described in this chapter was designed and executed to delineate
the effects of variationsin IFT between one pair of the three phases on relative permeabilities
of all three phases. The main results of thisinvestigation are:

1.

Two four-component three-liquid-phase quaternary phase diagrams have been
determined that alow investigation of the effects of IFT variation on three-phase
flow. The phase diagrams demonstrate that three-phase systems can be created that
exhibit low IFT between one pair of phases, a situation that is analogous to that
created in multicontact miscible gas injection processes with water present.

In analog water-wet porous systems, we observed that when the displaced phase
(“oil”) had low IFT with the displacing phase (“gas’), the relative permeability of that
phase increased about an order of magnitude in response to a two-order of magnitude
reduction in its IFT with the displacing “gas’ phase. We also obtained similar
increases in the displacing “gas’ phase, which is consistent with the idea that the
displacing “gas’ flowed more easily along the paths the displaced “oil” occupied.
Moderate changes in relative permeability were observed for the other displaced
phase (the most wetting “water”), which had roughly constant IFT with the displacing
“gas’ phase.

In analog oil-wet porous systems, we observed similar trends in the relative
permeability to the wetting displaced phase (“oil”), but it was less mobile compared
to that in water-wet systems. The relative permeability to the displacing “gas’ phase,
which was intermediate wetting in the porous system, was roughly constant as its IFT
with the displaced “oil” was lowered. The other displaced phase (“water”), which
occupied the centers of pores, was trapped in porous media in response to lowering
IFT between other two phases.

Lowering IFT between one pair of three-phases (namely, IFT between displacing
“gas’ and displaced “oil”) reduced the amount of residual “oil” in all the porous
media investigated. We observed a distinct difference between recoveries from
consolidated Berea core and unconsolidated bead packs, independent of wetting
condition. We recovered more “oil” from the unconsolidated systems.

The calculated capillary numbers (10°-10" for “gas’/"oil” pair and 10°-10* for
“gas’/"water” pair) show that multicontact gas injection processes create regions with
IFT gradients where the displacement of “oil” by “gas’ can be governed by a
combination of viscous and capillary forces while the displacement of the “water” can
still be driven by capillary forces.
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5 Limitationsof Sreamline Simulation

While streamline methods offer many advantages for field-scale simulation, they are not
without limitations. Because these methods treat flow along each streamline as independent
of adjacent streamlines, effects of the transfer of components transverse to streamlines are
not represented in the ssimulations. If users of streamline methods are to interpret simulation
results reliably, they will need to assess whether any of the mechanisms not modeled in the
simulations are important enough to limit appreciably the accuracy of the smulations. In this
chapter, we examine the effects of crossflow from several points of view.

We begin with an experimenta investigation of the interplay of gravity, capillary, and
viscous forces in two-layer glass bead packs. These experiments examined whether the
transitions from capillary- to gravity-dominated flow proposed previously are reasonable. In
addition, we report results of a simulation study to delineate situations in which it is
reasonabl e to use the basic streamline approach and when the inclusion of gravity effects or
capillary crossflow is required. Finaly, we examine the accuracy of the assumption used in
the construction of analytical solutions that the pressure at which the phase equilibrium is
calculated is fixed.

5.1 Crossflow effects in two-phase displacements

Transfer of fluid in the direction transverse to streamlines can result from diffusion and
dispersion, crossflow due to viscous and capillary forces, and gravity segregation. The
scaling of diffusion and dispersion has been investigated in a variety of previous studies. If
the injected gas is miscible or partially miscible with the oil, diffusion and dispersion
mechanisms may play a significant role in the displacement (Jiang and Butler, 1994, Fayers
and Lee, 1994, Tchelepi, 1994, Mohanty and Johnson, 1993). In particular, Burger and
Mohanty (1997) showed that diffusion through the oil phase can limit mass transfer from ail
residing in low permeability regions. Similar arguments can be applied to other mechanisms
of crossflow: viscous crossflow, capillary crossflow, and gravity segregation (Burger and
Mohanty, 1997, Zhou et al., 1994, Fayers and Lee, 1994). Experimental investigations at the
short core scale have shown that crossflow effects can be significant in some settings,
especialy in heterogeneous media where high and low permeability zones exist (Ahmed,
1984, Schechter et al., 1994, Fayers and Lee, 1994, Firoozabadi and Markeset, 1994,
Firoozabadi and Tan, 1994, Burger and Mohanty, 1997, Wylie and Mohanty, 1997, Maet al.,
1997, Peters et al., 1998). In this section, we describe a systematic analysis of the scaling of
crossflow mechanisms applied to the situations in which streamline models are used.

Starting from material balance equations Zhou et al. (1994) presented dimensionless
scaling groups that determine the regime of flow during two-phase displacement. The
relevant scaling groups are the transverse gravity and capillary numbers, which are given by:

ApgLk
Ny, = PILK , (5.1)
Hvz,
LP k
N — Cc Tav .
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Ngv and Ny are the characteristic time ratios for fluid to flow in the transverse direction
due to gravity or capillary forces to that in horizontal direction due to viscous forces . P isa
characteristic transverse capillary pressure of the medium, which is defined by,

— o pc (SN) dS (53)

P
Suc (1_ Sor _Smc)

Using the ssimulation and experimental results presented in the literature, Zhou et al.
reported criteria that determine when capillary forces become dominant in the displacement
as well as when gravity forces or viscous forces do. They defined the transients between
them as equilibrium conditions such as gravity-capillary, viscous-capillary, and viscous-
gravity equilibrium. Table 5-1 summarizes related scaling factors and dominated regions.

Table 5-1: Conditions for flow regions (Zhou et al., 1994).

Flow Region Condition
Capillary-dominated Ny >> Ng, and '1\"+N,\‘;IV >>1.0
Gravity-dominated Ng, >> N, and EA+N|3|V >>1.0
Capillary-gravity equilibrium | N, =~ N, and :AN&V >>1.0

+
Viscous-dominated M{N, Ny, <<10

1+ M
M in the table is the mobility ratio:
M = A =0 (5.4)
'

While severa components of the crossflow process have been investigated, a full set of
experiments designed to examine individually and simultaneously the effects of capillary,
diffusion, dispersion, gravity, and viscous forces in two- and three-phase immiscible (or
partially miscible) gas injection has not been carried out. In this section we examine miscible
and immiscible displacements in 2-D models of glass bead packs or sandpacks. Such models
allow visualization of displacement fronts as well as the area affected by crossflow.

Ahmed (1984) investigated the effects of capillary imbibition, gravity segregation and
viscous pressure gradient on oil recovery. He employed a 2-D model that consisted of three
communicating layers of equal thickness of water-wet sand with a permeability ratio of 2:4:1
from top to bottom. He reported that oil recovery increased with decreases in flow rate and in

" All other symbols are defined in the nomenclature, Section 5.1.5.
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oil viscosity. He also employed low-IFT displacements but did not report any considerable
changein oil recovery.

Brock and Orr (1991) investigated the combined effect of viscous fingering and
permeability heterogeneity. They employed four different glass bead models with different
permeability heterogeneities, which were made by packing unconsolidated glass beads in a
quasi-2-D linear geometry. They used first-contact miscible fluids in the experiments to
eliminate capillary effects. They controlled the effect of viscous forces with different flow
rates. They employed particle tracking simulations of unstable flows to simulate experiments.
In homogeneous media, viscous fingers grow by spreading and splitting at their tips. In
heterogeneous media fingering patterns develop along the same streamlines followed during
flow at unit mobility in the same porous medium. In general, simulations reproduced the
fingering patterns of the experiments well. However, the experimental fingers were more
diffuse at their tips than were fingers in the ssmulations, probably due to some edge flow of
fluids in the experimental models.

Dawe et al. (1992) performed an experimental investigation of capillary pressure effects
on immiscible displacement in lensed and layered glass bead porous media. They reported
that capillary forces became of greater importance at permeability boundaries. They also
concluded that the balance between capillary and viscous forces is rate dependent; the effects
of capillary forces become larger as the flow rate decreases.

Peters et al. (1998) worked out the effect of gravity on miscible displacements. They
performed a series of experiments in two layered glass bead systems where gravity forces
favored flow in the low-permeability layer. They observed that increasing the gravity number
forced fluid from the high-permesbility layer into the low-permeability layer, increasing
crossflow and improving recovery. They aso stated that, for the favorable mobility (mobility
ratio, M < 1), viscous and gravity crossflow forces opposed each other whereas they acted in
the same direction for the unfavorable mobility (M > 1).

In this section we present experimental results that demonstrate effects of capillary,
viscous, and gravity crossflow on two-phase displacement in layered porous systems. The
ultimate goal of doing experiments is to quantify limitations of streamline simulations. The
experiments designed span a wide range of capillary and gravity numbers, by adjusting the
flow rate and the IFT and by performing experiments with horizontal and vertical (upward or
downward) flow, and also flow in vertical cross section (VCS).

5.1.1 Experimental approach
5.1.1.1 Apparatus
Glass beads were used to build a two-dimensional, two-layered flow model. Such models

allow the displacement to be directly visible, and they enable control permeability
heterogeneities. A schematic of the apparatus used in this study is shownin Fig. 5.1.
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Fig. 5.1: A schematic of the experimental setup.

The glass bead model was the key part of the apparatus. The model was built in the
following way (see Fig. 5.2). First, glass blocks and fluid distribution parts were glued
together with epoxy to form a box with one side open. This box was then attached to two
pneumatic vibrators. As a first, small-sized glass beads (Mesh size: 60, bead size = 0.021
cm), and then large glass beads (Mesh size: 35, bead size = 0.043 cm) were dropped into the
model under vibration. After that some water was let into the model to make sure have a
better compaction of glass beads and then the packing was pressed firmly by means of a
plastic plate. The final piece of the box was then glued in place by applying an additional
forced on that piece. The water was drained and the model was flushed by dry air for 24
hours.

The porosity of each layer was measured separately, and found to be approximately
39.5%. The permeability of each layer was also measured separately using homogeneous
packs in acylindrical tube: 190 D for high-permeability layer and 52 D for low-permesability
layer. Using the individual permeabilities, the average permeabilities of the model in the
horizontal and vertical directions can be calculated by the following formulas:

> kH,
= IZHi ,
> H

kav = i 1

2 Hilk
where the H represents the height of the layer. The calculated average permeabilities are 82
D and 121 D for vertical and horizontal directions, respectively. The horizontal permeability

K., (5.5)

(5.6)
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of the model was verified experimentally. We prepared short and long models to investigate
effects of gravity.

.11 33 or 52 1,1,1,
Thread [€€2e>€ P>
: A1 { Side view

4

x

h

Fig. 5.2: Glass bead flow model for the experiments. ¢= 39.5%, Permeability ratio = 3.7.

In the experiments, we systematically changed the orientation of the glass bead models to
investigate different type of crossflow mechanisms. Fig. 5.3 shows a sketch of orientations of
glass bead models used. We reduced the effects of gravity by employing vertical
displacements in two-layered system and injected heavier fluid at the bottom of the model to
displace lighter fluid, or vice versa (see Fig. 5.3a). The interfacial tension (IFT) between the
fluids and the flow rate determine which of the crossflow mechanism dominates the
displacement. Gravity effects on crossflow in the vertical displacements should be different
from those in gravity-stabilized horizontal displacements depicted in Fig. 5.3b. For example,
in avertical near miscible flooding the front in the high-permeability layer is expected to be
faster than that of the low-permeability layer, and consequently, there will be a difference in
the hydrostatic heads of the layers. Depending on the flow rate and the density difference of
the fluids, this effect can be important to crossflow. To investigate the combined effects of
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viscous, gravity, and capillary forces on the displacement behavior, we employed horizontal
displacements in glass bead models oriented as shown in (c) and (d). We built one short and
one long model to analyze the effect of the L/H ratio on the displacement behavior. We also
inverted these models for the other set of similar displacements to have the high-permeability
layer at the top of the porous system.

A
i
8 c% 7F0.6 cm
(b) Horizontal model
5
& Yy AZ
L I 8cm
X
0.6 crfi < 33cm >
(c) Vertical cross section (VCS) model
A\ 4
0.6 o < Bem,

(a) Vertical model

]8 cm
[ 1 Low-permeability layer, k=52D (.6 ¢
[ ] High-permeability layer, k = 190 D (d) Vertical cross section (VCS) long model

53cm >

A

Fig. 5.3: Orientation of glass bead models used in the experiments.

Pressure drops across the model and production of the phases at the end of the model
were measured during the experiment. The pressure was measured by means of an anaog
gauge with an accuracy of 0.2 kPa. The effluent fluids were collected in plastic graduated
cylinders. After suitable delay for phase separation, the production data were then determined
by reading the liquid levels in the cylinders with an accuracy of 0.1 cm®. All displacements
were recorded using avideo camera to obtain areas invaded across the model.

5.1.1.2 Fluid system

We employed two different sets of overall phase compositions from the ternary isooctane
(ICg)-isopropanol (IPA)-water system, in which IFT can be controlled systematically (Fig.
5.4). The first set of phases was composed of binary mixture of ICg and water that
represented high-IFT immiscible displacements in the experiments. The other one was
composed of all ternary components (42% 1Cg, 11.5% H,0, 46.5% IPA by weight), which
represented low-IFT near miscible displacements. The fluid properties of the phases are
given in Table 5-2. The ICg-rich and the H,O-rich phases were dyed by the Oil Red O
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(Sigma) and the Brillant Green (Harleco), respectively, to track the fluid movements in the
experiments.

Iso-propanol ( IPA)

Near Miscible
{] IFT = 0.024 mN/m

High IFT Immiscible
IFT =38 mN/m

______________

B Ty YRRy USSR Y R ¥

____________

____________

Water Iso-octane (1C; )

Fig. 5.4: Schematic of fluid compositions used in the experiments.

Table 5-2: Physical properties of the phases.

Immiscible (Fig. 5.4) Near Miscible (Fig. 5.4)
|Cg-rich H,O-rich |Cg-rich H,O-rich
p, glom® 0.692 0.998 0.723 0.795
u, mPa.s 0.48 1.00 0.836 2.027
IFT, mN/m 38.1 0.024
Ap, glen® 0.306 0.072
M (H2O-rich disp. 1Cg-rich) 0.48 041
M (ICg-rich disp. H,O-rich) 248 2.44
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5.1.1.3 Experimental procedures

Table 5-3 gives a preliminary strategy for al experiments. We used the following steps to
investigate the combined effects of crossflow forces:

1. We employed two different glass bead models (one short, one long) to investigate L/H
ratios on crossflow formed by gravity forces.
2. We employed gravity-reduced and gravity-stabilized experiments to investigate the
combined effects of only viscous and capillary forces.
3. Weinjected fluids with three different flow rates to control viscous forces.
4. We used one low and one high IFT to study the effect of capillary crossflow with/out

gravity forces.
We repeated some of the experiments with an unfavorable mobility ratio.
For the experiments with gravity, the model was located such that the low-permeability

o o

layer was at the bottom. Later we inverted the glass bead model such that the high-
permeability layer was at the bottom and repeated some of the experiments.

Table 5-3: Summary of the displacement experiments.

Favorable displacement | Unfavorable displacement
Gravity q M<1 M>1
Glass Bead Mode Effects | cm/min | 38mN/m | 0.02mN/m | 38mN/m | 0.02mN/m
M =0.48 M =0.41 M =2.08 M =2.44

0.6 Exp.#1 | EXp.#2

Short vertica

Fig. 5.33) reduced 2.2 #3 #4 #5 #6
85 #7 #8

Short horizontal .

Fig. 5.3b) negligible 22 #9 # 10 #11 #12
0.6 #13 #14

Short horizontal

Fig. 5.30) large 2.2 #15 #16 #17 #18
85 #19 #20

Long horizontal

Fig. 5.3d) large 2.2 #21 #22 #23 #24

Long horizontal

Fig. 5.3d)

High-perm layer a large 2.2 #25 # 26 #27 #28

the bottom
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We employed the following experimental procedure:

1. Displaceair in the pores with CO,.

2. Displace the CO, with two PVs of either the dyed | Cg-rich phase or the dyed H,O-
rich phase depending on displacement type: the “imbibition”, “favorable’
displacement or the “drainage’, “unfavorable” displacement. Make sure that the
porous system is saturated compl etely.

3. Then start injecting the dyed H,O-rich phase or the dyed |1Cg-rich phase to view the
saturation profile using Camcorder. Record the pressure drop across the model and
the production of phases.

4. Compare the experimental results with simulation results.

At the beginning of experiments of favorable imbibition displacements, we tried to create
aresidual saturation of the H,O-rich phase in the porous system to represent displacementsin
real reservoirs. However, after preliminary test runs, we determined that we could not obtain
a reasonably uniform residual saturation of the H,O-rich phase for the porous system. This
was because the injected 1Cg-rich phase did not sweep the water-rich phase in the low-
permeability layer after breakthrough in the high-permeability layer. We separately measured
aresidual water saturation of about 9% for glass bead packs. In the end, we skipped the steps
for the residual saturation and performed experiments of the H,O-rich phase displacing the
|Cg-rich phase fully saturated in pores. Hence the results obtained from these experiments
might not be fully representative for water-wet systems, which initially contain connate
water.

5.1.1.4 Homogeneity of the flow model

The homogeneity of the flow model was checked by the following experiment. The model
was first saturated completely by water. Then first-contact miscible dyed water was injected
to the porous medium. Because the fluids were miscible, and there were no capillary effects,
no density difference, and viscosity difference, the effects of capillary, viscous, and gravity
crossflow on the displacement were eliminated. The displacement fronts in each layer should
then be determined by the individua layer permeabilities. The experimenta results are
shown in Fig. 5.5. The model was held vertically and all fluids were injected from bottom.
The first image shows the situation at the start of the experiment, whereas the second shows
the saturation profile at the time the pore volume injected (PV1) was 0.35. The displacement
front in the high-permeability layer (at x~29 cm of the total length of 54 cm) is faster than
that in the low-permeability layer (x~9 cm). The ratio of the front locations (about 3.2) is
comparable to the permeability ratio (3.7). The third image shows the saturation distribution
in the layers at the breakthrough. The images prove an acceptable homogeneity of the
individual layers.
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~29cm ——

< ~9cm->|

PV1=0.0 PVI1=0.35 At breakthrough
Fig. 5.5: First contact miscible displacement of water by dyed water (M= 1).

5.1.2 Experimental results

The related crossflow scaling groups for all experiments were calculated using Egs. (5.1) and
(5.2). A summary of data and calculations is given in Table 5-4. The so-called characteristic

capillary pressure, P, was evaluated from the capillary pressure experimental data using the
van Genuchten (1980) capillary pressure model given by:

1/n

P =P (Sd"-1) . (5.7)
With this model, Eq. (5.3) can be rewritten asit follows:
= [n(s-1)" s (58)
where, S, = :LS(N;SM . (5.9)
-S,-S,

Here py is the displacement pressure, m and n are fitting parameters, S, is the water
saturation, and S, and S are residual saturations. Using experimental capillary pressure data
P4, M and n can be determined. We used the capillary pressure data presented by Dawe et al.
(1992) for various unconsolidated glass bead packs for oil/water fluid system. Before
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matching with the models we converted al capillary pressure data into the Leverett J-
functions to obtain a more general definition using the following equation (Lewerett, 1941):

__ b |k
(&)= o cosé \/; (510

Because Dawe et al. did not report any IFT vaue for their fluid system, we took 38.1
mN/m for the IFT between oil and water in the data conversion. Fig. 5.6 shows the results of
correlation of the van Genuchten model with experimental data. Table 5-5 reports the
matching parameters. The figure shows a good model match with the experimental data. The
calculated characteristic capillary pressures are listed in the table. Other data have already
been given before. We assumed that glass bead packs were strongly water-wet.

Fig. 5.7 shows the capillary pressure functions of high-permeability and low-permeability
layers for both imbibition and drainage cases. The data were derived using the J-functions
shown in Fig. 5.6 and other physical data of the layersin Eqg. (5.10). For the imbibition case,
we shifted the original J-function to zero water saturation, which was the initial condition in
our experiments. These data show that capillary pressure was a considerable driving force in
the displacements with a high-IFT fluid system.

16
i O Drainage - Exp
14 ¢ o
A Imbibition - Exp
1.2 , — Drainage - v. Genuchten
F — Imbibition - v. Genuchten
c 1+
2 r
S 08
S [
L [
— 06
0.4
0.2 |
N
0 0.2 0.4 0.6 0.8 1

Water Saturation

Fig. 5.6: Correlation for J-function data using the van Genuchten model.
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Table 5-5: Model parameters for experimental J-function data.

P |k P*,Pa | P&, Pa

Gcosg\/; m N Se | S| HighIFT | low IFT
Drainage 0.78 0.1 75 | 008 | 00 | 1926 12
Imbibition | 0.45 0.8 5 008 | 0122 | 1095 0.7

We used Eclipsel00, a commercia black oil simulator, to simulate experiments. The J-
function and relative permeability data used in the simulations are presented in Fig. 5.8 for
both drainage and imbibition cases. The symbols in Fig. 5.8 represent experimental data,
obtained from dynamic experiments with Isooctane (1Cg)-water fluid system in glass bead
packs (¢ = 40% and k = 52 D). The data were then smoothed before entering to the
simulators. For low-IFT displacements we simply used roughly X-shaped diagonal relative
permeabilities that represent near-miscible floods.

Drainage Displacement Imbibition Displacement

5 —
L —&— High-perm layer —— High-perm layer

—O— Low-perm layer —e— Low-perm layer

Capillary pressure, kPa
Capillary pressure, kPa

0 05 1 0 0.5 1
Water saturation Water saturation

Fig. 5.7: Capillary pressure data for the high-permeability and low-permeability layers
derived from the J-function data presented in Fig. 5.6.
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Fig. 5.8: Measured data of relative permeability for the simulation study.

5.1.2.1 Scaling groupsfor flow regionsin displacements

A derivation of scaling groups for different crossflow mechanisms has been presented by
several authors (Zhou et al., 1994, Tchelepi and Orr, 1994) for near-miscible as well as
immiscible displacements. The scaling data we calculated for our experiments are given in
Table 5-4.

Fig. 5.9 shows data of scaling groups for gravity and viscous crossflow mechanisms in
near-miscible displacements (Experiments with the low-IFT, 0.024 mN/m fluid pair). The
dotted lines show the boundaries between flow regions, suggested by Zhou et al. They
determined these approximate boundaries using experimental and simulation results given in
the literature through 1994. The boundary for viscous effects was proposed by Ekrann (1992)

from the simulation results. R? is called the effective shape factor and given by,

o _(LYky
(i)

R?* also represents the time ratio for afluid to flow a distance L in the horizontal direction to
the distance H in the vertical direction with the same potentia difference across the distance.
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Low-IFT Displacements
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Fig. 5.9: Flow regionsin low-IFT vertical cross section (VCS) displacements.

According to this plot, all displacements with VCS glass-bead models lie in the transition
region, depending on the flow rate of the displacement. So, the effect of gravity increases in
the slower displacements. We used two glass-bead models: one was a short model that gave a
smaller R? value of about 11.5 and the other was along model that gave a higher R/? value of
about 31. Displacements with the longer model had dslightly higher gravity numbers at the
same flow rate of 2.2 cm*/min, which shows that the longer models are affected by gravity
forces more than the shorter ones. Inverting the model, which means that the orientation of
high- and low-permeability layers was changed, also did not affect the condition of crossflow
effects.

We did not calculate any gravity numbers for gravity-stabilized displacements, assuming
that they had almost negligible gravity effect. However, this assumption is not strictly
satisfied for the vertical displacements, where the density difference of the fluids in the fast
and slow layers includes gravity effects on the displacement front. In the near-miscible
displacements like those described here, the fluids with lower IFT also have a low density
difference, which in turn makes the effects of gravity on crossflow small. Thus, we expect in
our experiments that the low-IFT displacements had flows dominated by viscous forces.
However, this situation might be different for miscible displacements in similar layered
systems, because the density difference of fluids might be higher. Thiswill be discussed later
in detail.
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Fig. 5.10 is a plot of modified capillary number versus R*. It indicates that our high-1FT

gravity-reduced immiscible displacements are definitely in the capillary-dominated region.
The highest value of capillary number represents the experiment with the vertical
displacement and the slowest flow rate. All experiments were performed in short glass bead
models. Moderate variations in the horizontal-axis result from the dimensions of various
glass-bead models. The low-IFT displacements done in the similar short models are found to
be in the viscous-dominated regions. The higher flow rates cause the larger viscous effects.
Any IFT value between 0.024 and 38.1 mN/m would bring the displacement into the
capillary-viscous transition zone.

Displacements with Reduced Gravity Effects

1000 €
I e
100 ¢ ®  High-IFT
Experiments
10 ®

'E Capillary-dominated

£ Transition zone

N, M/(1+M)

0.1 + Nc_’ _ ' Viscous-dominated i Viscous-crossflow

g communlcanodI o ! equilibrium
i : Low-IFT ‘ :
0.01 | Experiments :
i ) o
L I 1
1 |

0.001 ' Ly I Ly I Ly Ly
0.001 0.01 0.1 1 10 100 1000

R?

Fig. 5.10: Flow regionsin reduced gravity displacements (see Fig. 5.3a,b).

Fig. 5.11 shows the Bond number, aratio of gravity forces to the capillary forces, for the
V CS displacements with gravity effects. In the figure we only present the displacements at a
constant flow rate of about 2.2 cm’/min. The displacements with the longer model are
indicated by a higher R*-value. The figure shows that the flow in the high-IFT VCS
displacements was mainly governed by the capillary forces. All datain the gravity-dominated
region represent the low-1FT displacementsin VCS setups depicted in Fig. 5.3c-d.
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Ratio of Gravity to Capillary Forces (g = 2.2 cm 3/min)
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Fig. 5.11: Flow regionsin terms of Bond number.

Fig. 5.11 does not delineate the effects of viscous forces, especialy in the transition zone.
In this region, the capillary or gravity numbers can be smaller, but greater than one another
relatively, while viscous forces dominate the displacement. A plot of modified gravity and
capillary numbers shown in Fig. 5.12 can represent this difference more clearly. Based on the
boundary values given before, al three crossflow mechanisms can be clustered as shown in
the figure. This plot does not include the displacements run with gravity-reduced or gravity-
stabilized set-ups. It is important to note that we don not have any displacement in the
capillary-dominated region. In this version displacements found in the capillary-dominated
region previousy (Fig. 5.10 and Fig. 5.11) shifted to the region of gravity-capillary
equilibrium. Increasing flow rate shifts the displacements to the viscous-influenced regions
without changing the ratio of the gravity/capillary forces, i.e., the Bond number. As shown in

the figure, the high R® vaues (=31) increase the gravity and capillary effects in the
displacements.

The displacement results presented below examine whether the general delineations of
flow regions shown in Fig. 5.9 - Fig. 5.12 are reasonable for asimple flow setting. They are
compared with simulation results to verify that simulations can be used to explore regions of
the parameter space not tested experimentally.
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Fig. 5.12: Flow regions on the plot of gravity vs. capillary forces.

5.1.2.2 Favorable displacements
High-1FT Vertical Displacements (Experiments#1, 3, and 7)

A significant cause of mixing in immiscible displacements is capillary imbibition. In the
displacements with high-1FT fluid systems we can see the capillary imbibition clearly. In this
section, we discuss the results of favorable, immiscible, imbibition displacements that were
run with an experimental setup depicted in Fig. 5.3a. We employed vertical displacements
with the flow rates of 0.6, 2.2, and 8.5 cm/min.

All three displacements had capillary numbers that are greater than unity, and the
experimental results show that the flow mechanism controlling the sweep efficiency was
clearly capillary-dominated. However, the displacement profiles shown in Fig. 5.13 show
that the effects of capillary forces on the flow decrease dramatically as the flow rate is
increased. The images show the H,O-rich phase (red) displacing the 1Cg-rich phase (light
green) with no irreducible water in the porous system. In the first set of images at PV1= 0.19,
thereisaclear capillary interaction to be seen at the interface between the layers. At the slow
flow rate, the displacement front in the low-permeability layer is faster than that in the high-
permeability layer because of longitudinal capillary imbibition. The front looks like a tongue
along the interface. The pressure profiles along the porous system are depicted approximately
in
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Fig. 5.14. At the trailing edge of the displacement, the pressure in the high-permeability layer
is higher than that in the low-permeability layer because of capillary effects. Consequently,
the injected phase cannot crossflow into the high-permeability layer. The sweep efficiency,
therefore, is lower than at the faster velocities, where longitudinal capillary imbibition is too
slow to create a leading tongue in the low-permeability layer. If the displacement had been
miscible or submiscible, we would have observed faster flow in the high-permeability layer
and viscous crossflow at the interface. As the flow rate is increased by a factor of four, the
front in the low-permeability layer slows down, and the front in the high-permeability layer
moves faster, which indicates that the effects of viscous forces increase in magnitude
compared to the effects of the capillary forces. The leading edge of the displacement front is
still tongue-like but smaller. As the flow rate is increased one more time by a factor of four,
the displacement fronts in both layers stabilize as can be seen from Fig. 5.13. The capillary
number still suggests that capillary forces can dominate the flow, but a capillary-viscous
equilibrium can also be interpreted from that image. Compared to previous two images,
better sweep efficiency can be seen in this case. At later stages of the displacement, for
example at PVI = 0.56, similar displacement profiles were obtained for the relevant flow
rates.

Fig. 5.15 and Fig. 5.16 show a comparison of experimental and simulation saturation
distributions and recovery data. Note that the color scales in the simulation and the
displacement were not the same, so the colors should be taken only as an indication of areas
of each porous medium invaded. The images taken during the experiment show very sharp
saturation distributions. We observed significant boundary effects on both sides of the
experimental displacements. The simulation is affected by numerica diffusion, especialy
where capillary forces strongly dominate the displacement. In general, the simulations
reproduce the observations, though they appear to show faster invasion of the low-
permeability layer and slower invasion of the high-permeability layer.

Fig. 5.16 compares the production and pressure profiles for the experiments and
corresponding simulation. Compared to capillary pressure data given in Fig. 5.7, we see that
the measured pressure drop along the core was close to the capillary pressure. In general, the
simulation results agreed very well with the production profiles, though the pressure data did
not agree well. The ssimulated pressure is the difference between the block pressures at the
first and last blocks in the vertical direction. The experimental pressure was it measured at
the entrance outside the porous model. The pressure drop that occurred in the tubings before
and after the glass bead model due to the viscous flow (0.01-0.3 kPa depending on the flow
rate and viscosity of the injected fluid) was excluded from the overall measured pressure
drop. This could result in some differences in the ssmulated and measured pressures.
Especidly at the situations where capillary forces were strongly dominant, the simulation
predictions for the pressure drop are far from the error limits of experimental data. As the
effect of capillary forces decreased (Exp #7 in Fig. 5.15), the smulator gave better
predictions for the pressure drop.
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Fig. 5.16: Production and pressure profiles (High IFT and reduced gravity effects).
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High-IFT Horizontal Displacement (Experiment #9)

In the vertical experiments, we eliminated most of the effects of gravity, but the difference
between locations of the fronts in the fast and slow layers till caused to some effects of
hydrostatic head on the crossflow. For comparison purposes, we employed imbibition
flooding in a setup shown in Fig. 5.3b to eliminate the effects of gravity completely. Only
one experiment with the flow rate of 2.2 cm*min was performed.

Exp #9 (2.2 cm®/min)
HZO High-perm layer |C8
—>
L ow-perm layer

PVI =0.03

PVI =0.19

i

PVI =0.52

J
[

PVI =1.00

oil sat

ﬂ

0.

8

0.31 0.54 0.77 1.00

Fig. 5.17: Experimental and simulation displacement profilesfor Exp. #9.
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Fig. 5.17 shows the experimental and simulation saturation distributions through the
porous system at certain PVIs. At early times of the displacement, the water first entered the
high-permeability layer and then transferred to the low-permeability layer. This can be
explained by the fact that, at the interface of injection port, the pressure in the high-
permeability layer was lower than that in the low-permeability layer. The flow was
subsequently dominated by capillary imbibition, and consequently, the water reached the
outlet first in the low-permeability layer. Evidently, there was also some adsorption of the
dye from the H,O-rich phase as well.

The simulation also shows that the water first entered the high-permeability layer, then
entered the low-permeability layer as a result of capillary imbibition. In the vertical
displacements, we aso observed similar development of the displacement front, but the
sweep area in the high-permeability layer was much smaller than that observed here. Thisis
reasonable because of the different direction of gravity forces in both experiments. This
difference also makes the vertical setup more efficient in terms of ultimate recovery.
Recovery and pressure data for this experiment obtained by the simulation are shown in Fig.
5.18. The recovery of ail isless than that obtained with vertical displacements. Moreover, the
simulation predicts the breakthrough time of Exp. #9 correctly. The recovery data match
excellent although there is some mismatch with pressure data. The pressure profile along the
core should be similar to that shown in Fig. 5.14 except for the hydrostatic pressure.

Exp. #9 - Horizontal Displacement, High IFT, g =2.2 cm %/min
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Fig. 5.18: Production and pressure profiles for Exp. #9.
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High-IFT VCS Displacements (Experiments#13, 15, 19, 21, and 25)

In this section, we discuss the results of the experiments that investigate the combined effects
of gravity, viscous, and capillary forces on the displacement performance. The effects of
gravity were included in these experiments by the way that the glass bead model was
oriented as vertical cross section shown in Fig. 5.3c-d.

Fig. 5.19 shows the experimental and simulation saturation maps for different flow rates.
Here again, the water first entered the high-permeability layer. But, the sweep area in the
high-permeability layer was smaller for the low-rate displacement due to gravity effects,
which aided vertical flow of the water. Later the capillarity forced the water to enter the low-
permeability layer. As can be seen from the experiments, capillary forces strongly affected
the displacement at the slower flow rate, i.e. 0.6 cm’/min, which resulted in an early
breakthrough in the low-permeability layer. At breakthrough, very little ICg was produced
from the high-permeability layer, resulting in a very poor sweep efficiency. As the flow rate
was increased by a factor of four, capillary forces still dominated flow, but in this case we
had later breakthrough in the low-permeability layer and better sweep area in the high-
permeability layer. When the flow rate was increased further by a factor of about four, we
observed slow capillary imbibition in the low-permeability layer and a faster front in the
high-permeability layer.

Fig. 5.20 shows a comparison of experimental recovery and pressure data with those
obtained by simulation. Although a good match between recoveries was achieved, the
simulation and experimental pressure data did not agree well.

To see the effect of L/H ratio of the glass bead models on the displacements, we also
performed additional high-IFT VCS displacements in two long models. One of the models
had an orientation with the high-permeability layer at the bottom. The experimenta and
simulation images and recovery data are shown in Fig. 5.21 and Fig. 5.22, respectively.

In terms of capillary effects, displacement profiles similar to those obtained in the short
models were also observed in the long models. However, we observed a weak gravity-tongue
in the long model, especialy at the later stage of the displacement. In the displacement with
the inverted model, the water initially flowed in the high-permeability layer, longer than that
in the original model, which enhanced the sweep efficiency in the high-permeability layer.
But, at the later stage of the flooding, the capillary imbibition dominated, forcing the water to
flow in the low-permeability layer.

We observed higher ultimate recovery with the long model than with the short model,
which is consistent with the idea that gravity effects contributed to the sweep efficiency. But,
the simulation results are ailmost the same. The recovery with the inverted model was lower
than that observed for the model with the high permeability layer at the top. This can be
explained by the observation that gravity and capillary forces opposed each other in the
displacements with the high-permeability layer at the bottom.
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Fig. 5.19: Experimental and simulation saturation maps of high IFT displacements with gravity
effects at PV1=0.49.
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Exp. #13 - Vertical Cross Section Displacement, High IFT, g= 0.6 cm */min
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Fig. 5.20: Production and pressure profiles of high-IFT displacements with gravity effects.
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Exp. #21 & 25 (2.2 cmé/min)
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Fig. 5.21: Experimental and simulation displacement profiles of high-IFT displacement with
gravity effects.
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Exp. #21 - VCS Displacement (Long Model), High IFT, g=2.2 cm %/min
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Fig. 5.22: Production and pressure profiles of high-1FT displacements with gravity effectsin
long VCS models.

For experiments, we previously determined that the displacements were in the capillary-
gravity equilibrium region (see Fig. 5.12). But, we did not observe alarge effect of gravity on
the experimental images of short models shown in Fig. 5.19 even though the simulation
results showed some gravity effects. Compared to the experimental saturation distribution in
Exp. #9 for PV1=0.52 (see Fig. 5.17), the saturation distribution in Exp. #15 (Fig. 5.19) is
very similar, showing that the effects of gravity on the displacement are small. However, the
experiments performed with original and inverted long VCS models demonstrate that there
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was definitely an effect of gravity in the displacements shown in Fig. 5.21. In the
displacements with the original model, gravity and capillary forces acted together, which
improved sweep area in the low permeability layer, while viscous forces opposed both of
them to force the water to flow in the high-permeability layer. This made the low-
permeability layer be swept efficiently, however, resulted in a very poor sweep in the high-
permeability layer. But, in the displacements with the inverted model, gravity and viscous
forces acted together to force the water to flow in the high-permesability layer while
capillarity acted oppositely that forced the water to enter the low-permeability layer. This
enhanced the swept area in the high-permeability layer, however in parallel, reduced the area
in the low-permeability layer, as can be seenin Fig. 5.21.

Low-1FT Vertical Displacements (Experiments #2, 4, and 8)

In this section we discuss the experimental and simulation results that demonstrate the effects
of crossflow mechanisms in near-miscible displacements. A relatively low characteristic
capillary pressure because of the low-IFT (see Table 5-5) resultsin low capillary numbers. It
is, therefore, expected that viscous forces should be dominant in this kind of displacements,
which had reduced gravity effects (see Fig. 5.3a).

The images taken at different PV values during the experiment are shown in Fig. 5.23. In
this experiment, the injected H,O-rich fluid was dyed green, and the 1Cg-rich fluid was red.
The first impression from the images is that the displacement fronts are totally different from
those obtained with high-IFT fluid system. This can be explained by the fact that the three-
order of magnitude reduction in IFT (from 38.1 to 0.024 mN/m) reduces the capillary
pressure by the same magnitude.

Although we aso reduced the effects of gravity by performing gravity-stabilized vertical
displacements, the difference between the fronts of the fast and slow layers leads to some
effect of gravity on displacement performance in such systems. To show the magnitude of
this effect, we ran the simulator with different values for density differences (see Fig. 5.24).
The figure shows that an increase in density difference of the phases causes the front in the
fast layer to slow down, whereas it advances the slow layer. This effect results in an
improved sweep of the porous medium. However, in the related experiment where the
density difference was about 0.07 g/cm?®, gravity affects on the displacement performance
were small. Moreover, in two-phase submiscible displacements like ours here, the density
difference between the phases scales with the IFT, which means that lower IFT values
correspond to the lower density differences.

Since gravity and capillary effects were minimized by lowering IFT and employing
gravity-stabilized vertical displacements, the front position in each layer is determined by
viscous forces as well as the level of communication between the layers. If there is no
communication between the layers, the front position in each layer may be determined from
Darcy’s law (Lake, 1989). However, communication between layers leads to crossflow due
to the different pressure gradients in the layers driven by viscous and gravity forces. Zapata
and Lake (1981) presented a theoretical analysis of viscous crossflow in layered reservoirs
with
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Fig. 5.24: Eclipsel00 runs with different values of density difference for alow-IFT vertical
displacement.

absence of capillary and gravity effects. They explained viscous crossflow in both favorable
and unfavorable displacements starting from pressure profiles for two non-communicating
layers. They concluded that for favorable displacements the direction of crossflow is from the
low to high permeability layer at the leading water front and in the reverse direction at the
trailing water front. Thus crossflow causes the leading and trailing fronts to recede and
advance, respectively, over their no-crossflow positions. This, in turn, improves the vertical
sweep efficiency over that of the situation without crossflow.

Fig. 5.25 shows an explanation schematic for one of the reported favorable displacements
in terms of the pressure profiles. Neglecting the effects of capillary pressure (a reasonable
assumption for the low IFT of 0.024 mN/m) and assuming no communication between the
layers, we can consider viscous and gravity forces to determine the pressure profile along the
porous medium. The gravity forces dightly increase the rate of crossflow depending on the
density difference as shown in Fig. 5.24. Applying the pressure profiles in a communicating
layer system, we have two different crossflows in the system. The first one takes place at the
leading front, and its direction is from the slow layer into the fast layer. The second oneisthe
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crossflow from fast layer into the slow layer at the trailing front. The displacement profile
obtained experimentally is clearly consistent with the directions of crossflow obtained from

this simple analysis.

g=8.5cm¥min a PVI=0.31

ECL100 Experimental Viscous Hydrostatic

Fig. 5.25: A schematic of pressure profilesin alow-IFT vertical displacement.

It is also interesting to note that when we put the images at PVI= 0.31 with those from
Fig. 5.13 (PVI= 0.19) together (Fig. 5.26), we clearly see the effects of the transitions from
capillary to viscous dominated flow on the displacement profile. Capillary and viscous forces
opposed each other in the displacementsin away that capillary imbibition pulled the injected
water to the low-permeability whereas viscous forces drove the water into the high-
permeability layer. Providing that gravity forces are small (NgyM/(M+1) <<1), we can argue
that an equilibrium between capillary and viscous forces (0.2< No,M/(M+1) <5) should result
in more stabilized fronts in both layers, which in turn enhances sweep efficiency for the

displacement.
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Fig. 5.26: Comparison of effects of capillary and viscous forces (Low-IFT and reduced

gravity effects).
PVI =0.55
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Fig. 5.27: Comparison of experimental and simulation saturation maps.
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Experimental and simulation results for the saturation profiles, production and pressure
drop are given in Fig. 527 and Fig. 5.28. Simulation predictions for the saturation
distributions are very good. Because the displacements were run under the stability of
viscous and gravity forces, there were no big differences obtained in the recoveries. The
simulation results represent the experimental production and pressure data very well. Thisis
mainly because IFT was low, which reduced the effects of capillary pressure.

Low-IFT Horizontal Displacement (Experiment #10)

In this experiment, we employed a low-IFT displacement in a setup shown in Fig. 5.3b to
eliminate the effects of gravity. Fig. 5.29 shows experimental and simulation saturation
distributions through the porous system at certain PVIs. Contrary to the situation observed in
high-IFT displacements (see Fig. 5.17), the high-permeability layer is the fast layer. The flow
is dominated by viscous forces, and consequently, significant viscous crossflow from the
high-permeability layer into the low-permeability layer takes place due to the differencesin
the pressure gradients in the layers. In general, the ssmulation predicts saturation distributions
that are similar to the experimental results. But, the shape of the crossflow area in the low-
permeability layer is quite different from that predicted by the simulation.

Experimental and simulation recovery and pressure data for this experiment are shown in
Fig. 5.30. The recovery and pressure data match the simulation data satisfactorily. The
pressure data agree better with the simulation results than in high-IFT displacements. The
saturation and recovery data are in good agreement with those of the low-IFT vertical
displacements, except for the breakthrough time. The reason for that might be due to the
different directions of gravity forces in both experiments.

Low-1FT VCS Displacements (Experiments #14, 16, 20, 22, and 26)

In this section, we report the results of the experiments that demonstrate the combined effects
of gravity and viscous forces on the displacement performance. The low-IFT liquid system
was employed, so capillary effects were small (see the low modified capillary numbers in
Table 5-4). The effects of gravity were included in these experiments by the way that the
glass bead model was oriented horizontally. The high-permeability layer was at the top of the
model for experiments #14, 16, 20, and 22 and at the bottom of the model for experiment
#26. The scaling parameters for these experiments are given in Table 5-4. Here we used
favorable displacements to avoid viscous instabilities in the experiments.

Based on the criteria for the flow regions (see Table 5-1), the low-rate displacement
should show the largest gravity effects. But, this effect should become weaker as the rate is
increased. The experiment with the highest flow rate should be controlled by viscous forces
if the estimates based on the gravity to viscous ratio are correct.
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Fig. 5.28: Production and pressure profiles low-IFT vertical displacements.
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Fig. 5.29: Simulation and experimental saturation maps for experiment #10.
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Fig. 5.30: Production and pressure profiles for experiment #10.
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Fig. 5.31 shows the images at two different PVIs that illustrate the crossflow regions in
the low-permeability layer. Two gravity tongues in both layers can be distinguished clearly
on the images of the low-rate experiment. At lower flow rate, the gravity tongue in the high-
permeability layer and crossflow in the low-permeability layer propagate together to the
outlet. However, the crossflow that occurs from the upper layer into the lower layer makes
the upper tongue smaller than it would otherwise be. With increasing the flow rate the gravity
tongues in both layers disappear. The fronts in both layers look more stabilized with a small
crossflow region. Asit can be seen from the images, the highest sweep efficiency isfound for
the low-rate displacement, which is affected by gravity. Thus, for this combination of
displacement and flow model, crossflow increases the ultimate sweep efficiency.

Fig. 5.32 shows production and pressure profiles for the experiments. Simulation results
agree with the experimental recovery data satisfactorily. However, the predictions for the
pressure drop deviate from the experimenta data.

Comparing to those obtained with the vertical experiments (see Fig. 5.23), here we
observed saturation profiles with weak gravity tongues. We recovered slightly more oil here
than in the gravity-reduced vertical experiments, which means that gravity effects positively
contributed to the recovery. In this kind of displacements, the viscous and gravity forces act
together in the same direction, which increases the crossflow area. The shape of the
crossflow areais found to be similar for both vertical and horizontal displacements. Because
of the gravity tongue, the breakthrough here was earlier than that observed in the vertical
displacements.

Fig. 5.33 and Fig. 5.34 show experimental and simulation results for longer models. One
experiment was performed with the inverted model. In general, we did not observe any
difference between the saturation profiles and recovery of short and long models. The
saturation profiles of the inverted long model are almost symmetrical to the original model as
can been from Fig. 5.33. In these displacements, the viscous and gravity forces acted in
opposite directions. Because the fast layer is now at the bottom, gravity effects force the
injected fluid flow into the high-permeability layer. However, we obtained a large crossflow
area in the low-permeability layer at the later stage of the flooding. This crossflow occurred
due to viscous forces that overcame the gravity forces. Recall that the density difference here
was relatively small because of the low IFT. Because the driving forces acted oppositely, the
recovery of oil also was little reduced in this experiment, compared to that of original model.
This can be seen in the recovery plots shown in Fig. 5.34. The experimental and simulation
results show very good agreement. The experimental crossflow area was not predicted by the
simulation well.
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Fig. 5.31: Saturation profilesfor low-IFT VCS displacements.
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Fig. 5.31: (continued).
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Exp. #14 - VCS Displacement, Low IFT, g= 0.6 cm*min

1 : 1
r == =Qil - ECL100 N N 1
[ Water - ECL100 a2 - ]
r A Oil-Exp 1
08 j W Water - Exp i 08
r d(p) - ECL100 / B
o [ e dp-ex i
8 06 0.6
=) r o
° F 1 X
| AN
o L 4 o
S 04 | | I 104 <
g : T 1 ]
- // ) ’ I I ]
L o o /¢ |
| { ‘_,/ﬁ///// |
0 v Ll s | au -— L - L ol L L L L 1 0
0 0.3 0.6 0.9 1.2 1.5
PVI
Exp. #16 - VCS Displacement, Low IFT, g =2.2cm 3/min
1 1
[ == =Qil - ECL100 A A 1
: Water - ECL100 :
0 8 r A Oil - Exp I I I’ 0 8
. T B Water - Exp T 1 !
L d(p) - ECL100 J J J J b
ho] [ ® d(p) - Exp i
806 | 106 o
2 //7 (I
o [ [}
S / /, o
> 04 ] I 04 <
g | } ) )f’ / |
02 | _/ 102
0 v n o n - n - 1 L L L I I 1 0
0 0.3 0.6 0.9 1.2 15

PVI
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Fig. 5.32: Production and pressure profiles for low-1FT VCS displacements.
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Fig. 5.33: Saturation profilesfor low IFT long VCS displacements.
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Exp. #22 - VCS Displacement (Long Model), Low IFT, g = 2.2 ¢cm */min
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Fig. 5.34: Production and pressure profiles for low-1FT long VCS displacements.
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5.1.2.3 Unfavor able displacements
Vertical Displacements (Experiments #5 and 6)

In this series of experiments, we injected the 1Cg-rich phase into the completely H,O-rich
phase-saturated glass bead model. These displacements were unfavorable. We injected the
I Cg-rich phase from the top of the model to have gravity-stabilized flood. We employed both
high- and low-IFT drainage displacements to compare with those favorable imbibition
displacements.

Fig. 5.35 shows the images taken at various times during the experiment. As can be seen
from the figure, the flow took place mostly in the high-permeability layer and reached at the
production end of the flow model very early (about PV1=0.4). Breakthrough for the
imbibition displacement (Exp. #3) was about PV1=0.75. Consequently here, a large portion
of the low-permeability layer was left unswept. The numerical prediction of saturation
profilesis shownin Fig. 5.36.

Exp#5& 6-2.2cm¥/min
ICg-rich
High-IFT  Low-IFT

PVI =0.04 PVI=0.12 PVI =0.44 PVI =1.00

Fig. 5.35: Saturation profiles for unfavorable vertical displacements.

At the early stage of the high-IFT flooding, small viscous fingers occurred, but later these
fingers merged to form big fingers in the layers. We observed one main finger in the high-
permeability layer, and two main fingers in the low-permesability layer. Interestingly, each
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layer had amain finger at its side. The reasons for that could be either due to the packing of
glass beads or that might be caused by the thin oil-wet plastic rod (0.6 cm thick) used to close
both ends of the glass bead model. Glass beads packed in the smooth-surfaced model may
lead to a high-porosity region just near to the surface, which in turn this region acts like a
high-permeability streak in the porous system. However, we observed an opposite situation
in the high-IFT imbibition displacements (Exp. #1), which might be explained by the
wettability of the plastic rod. The other finger in the low-permeability layer occurred at the
interface with the other layer, which shows an existence of crossflow.

ECL100 for Exp#5 & 6 - 2.2 cmé/min
ICg-rich

High-IFT  Low-IFT

o
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0.00 1.00

Fig. 5.36: Numerical results of saturation profiles for unfavorable vertical displacements.

Fig. 5.37 shows the production and pressure data. Due to the early breakthrough as well
asthe very poor sweep efficiency, the recovery of displaced phase was very small. The lower
IFT enhanced the recovery with about 10%. The pressure data shown in the figure were those
measured at the top of the flow model. Due to the positive contribution of the gravity, this
pressure must be summed with the hydrostatic head to find the total pressure drop.
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Fig. 5.37:

Exp. #5 - Unfavorable Vertical Displacement, High IFT, q=2.2 cm %/min
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Production and pressure profiles for unfavorable vertical displacements.

Lowering IFT between the fluids weakened the viscous fingering and enhanced the
crossflow, as can be clearly seen at the later stage of the flooding. With reduced capillary
effects, this crossflow should be caused by viscous forces, because the density difference
between fluids forces a crossflow in the opposite direction.

Horizontal Displacements (Experiments#11 and 12)

We repeated experiments # 9 and #10 (see Fig. 5.17 and Fig. 5.29), but with unfavorable
conditions. Fig. 5.38, Fig. 5.39, and Fig. 5.40 show the experimental results. For the high-1FT
displacement, we observed development of fingering similar to that shown in Fig. 5.35, but
the sweep efficiency in the low-permeability layer was worse than that in the vertical dis-
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Fig. 5.38: Saturation profiles for unfavorable horizontal displacements.
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Fig. 5.39: Numerical results of saturation profiles for unfavorable horizontal displacements
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Exp. #11 - Unfavorable Horizontal Displacement, High IFT, g = 2.2 cm */min
1 I 4

| — =—oil-EcL100 A i
: Water - ECL100 :
0 8 - A Oil - injected T 3 2
. | B Water - produced '
i d(p) - ECL100 A / |
8 i ® d(p) - Exp i
£ 0.6 | N 124 o
o i — =
o 4 Q.
> 0.4 116 <
N IR : T
= A
0.2 | 1 0.8
A
0 Cen—a—a 0
0 0.3 0.6 0.9 1.2 1.5
PVI
Exp. #12 - Unfavorable Horizontal Displacement, low IFT, g = 2.2 cm */min
1 ! 2
| | — —oil-ECL100 ]
L Water - ECL100 4
B A Oil - injected A
08 L] B Water - produced | 16
B d(p) - ECL100 ‘%.
S (| ® dp-Exp i
8 0.6 " 12 o
_g i 7 o
o I ] =
ol | ] o
> 04 | } 1 08 <
o i l ‘
0.2 | rd | 1 04
0 A 10
0 0.3 0.6 0.9 1.2 1.5
PVI

Fig. 5.40: Production and pressure profiles for unfavorable horizontal displacements.
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placement. We can also see this difference on recovery curves shown in Fig. 5.37 and Fig.
5.40. The horizontal and vertical low-1FT displacements gave almost the same saturation
profiles and recovery data

The main difference between favorable and unfavorable displacements is that the
favorable flow dominated by capillary imbibition takes place in the low-permeability layer
whereas the unfavorable flow develops in the high-permeability layer, and there is no
imbibition of the nonwetting phase. Thus, the displacement performance was influenced
strongly by the direction of saturation (imbibition or drainage) rather than the mobility ratio.
The mobility ratio affected the sweep efficiency of single layer, while the direction of
saturation change determined whether or not the neighbor layer was swept.

VCS Displacements (Experiments #17, 18, 23, 24, 27 and 28)

In this series of experiments, we employed unfavorable displacements where the ICg-rich
phase was injected to displace the H,O-rich phase from the model that included the effects of
gravity. Fig. 5.41, Fig. 5.42, and Fig. 5.43 show the related experimental and simulation data.

Both high-1IFT and low-IFT displacements show similar characteristics obtained before
for al unfavorable displacements. In the high-IFT displacement, we had better sweep in the
high-permeability layer, but amost no sweep in the low-permeability layer. The sweep area
in the low-permeability layer was almost identical with gravity-stabilized experiment, while
the sweep area in the high-permeability layer was almost identical with horizonta
displacement case. These results show that gravity effects in the high-permeability layer were
stronger than that in the low-permeability layer. A small crossflow area in the low-
permeability layer might be caused by the effects of gravity. Recovery of the high-IFT
displacement was about 50%, which was less than the amount obtained from vertical
displacement (~60%) and higher than that obtained from horizontal setup (~40%). The low-
IFT displacement, however, indicates less recovery (~60%) than those obtained from vertical
and horizontal experiments (~70%), which can be explained by the fact that gravity forces act
oppositely in the VCS experiments.

We aso performed further similar experiments in the long model to investigate the effect
of L/H ratio on the displacement performance. Fig. 5.44, Fig. 5.45, and Fig. 5.46 show the
experimental and ssimulation data for high-1FT displacements in the long model and the
inverted long model, respectively. Although displacement characteristics are similar to those
of the short models, we obtained less recovery of the displaced phase (~40%) in the long
model than the short model (~50%). However, we obtained higher recovery (~60%) from the
displacements in the inverted long model. This can be explained by the fact that the lighter
| Cs-rich phase swept more of the low-permeability layer because of gravity override.
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Fig. 5.41: Saturation profiles for unfavorable short VCS displacements.
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Fig. 5.42: Numerical results of saturation profiles for unfavorable short V CS displacements.
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Exp. #17 - Unfavorable VCS Displacement, High IFT, q = 2.2 cm */min
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Fig. 5.43: Production and pressure profiles for unfavorable short VCS displacements.
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Fig. 5.44: Saturation profiles for unfavorable, long, VCS, high-IFT displacements.
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Fig. 5.45: Numerical results of saturation profiles for unfavorable, long, VCS, high-IFT
displacements.
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Exp. #23 - Unfavorable VCS Displacement (Long model), High IFT, g =2.2 cm 3/min
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Fig. 5.46: Production and pressure profiles for unfavorable, long, VCS, high-1FT
displacements.

Fig. 5.47, Fig. 5.48, and Fig. 5.49 show the experimental and simulation results for the
low-IFT displacements. The displacement in the long model has almost the same saturation
profiles and recovery data as in the short model (about 60% recovery of the displaced phase
from both models). The displacement with the inverted long model showed an enhancement
in the sweep efficiency of the low-permeability layer, which in turn increased the recovery to
a value of about 70%. The predictions of the low-IFT displacements by simulation are
acceptable in general, but the simulation overestimated the recovery data for the inverted

model.
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Fig. 5.47: Saturation profiles for unfavorable, long, VCS, low-IFT displacements.
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Fig. 5.48: Numerical resultsfor Saturation profiles for unfavorable, long, VCS, low-1FT
displacements.
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Exp. #24 - Long Model, Unfavorable Horizontal Disp (high-perm layer at top),
Low IFT, g= 2.2 cm®min
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Fig. 5.49: Production and pressure profiles for unfavorable, long, VCS, low-I1FT
displacements.

5.1.3 Discussion: Analysis of scaling groups
The conditions for the transitions from capillary to gravity, from viscous to capillary, and

from viscous to gravity flow regions can be generalized as: 0.2 < §; < 5.0 (Zhou et al., 1994),
where §; isthe scaling group and can be either MNG/(1+M), or MNg/(1+M), or Ng.
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In the low-IFT experiments (N, = 0), we examined the combined effects of gravity and
viscous forces. Fig. 5.50 shows images taken at a certain time (PVI1=0.25) for three different
experiments with different orientations. Related scaling groups are given in Table 5-4. The
first experiment was performed with horizontal setup and there was only viscous forces
driving the flow (Ngv = 0). The crossflow occurred from the high-permeability layer into the
low-permesability layer was caused by the difference between layer pressures due to the
viscosity contrast. The second experiment was a vertical cross-section (VCS) displacement,
which included both gravity and viscous forces. The scaling group for this experiment is
calculated to be, NgM/(1+M) = 1.2, which suggests that the displacement was governed by a
combination of viscous and gravity forces. The value of Ng (about 81) also suggests that
gravity forces were more important than capillary forces. Viscous forces drive the fluid to
flow in the high-permeability layer (Exp. #10), causing a viscous crossflow into the low-
permeability layer as can be seen in Fig. 5.50. In the situation where Exp.#16 was performed,
however, gravity forces also forced the water to crossflow, and consequently, the water swept
more area in the low-permeability layer. Weak gravity tongues in both layers can aso be
seen in the figure. In the third experiment with the vertical setup, we obtained more stabilized
frontsin both layers, which were a'so dominated by viscous and gravity forces.

Exp. #10 Exp. #16 Exp. #4
horizontal VCS vertical

Top

Low-perm layer

Fig. 5.50: Comparison of low IFT displacements at PV1=0.25 (g=2.2 cm3/min).
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Fig. 5.51 shows saturation profiles of the high-IFT experiments performed with different
orientations of flow model. The displacement in the horizontal setup included only viscous
and capillary forces (Ngv, Ng = 0, NoyM/(1+M) = 42.3). The scaling group suggests that the
displacement was dominated by capillary forces. The capillary imbibition shown in the low-
permeability layer in displacement #9 is consistent with that scaling argument. The
displacement in the VCS experiment, however, included all three driving forces (NgM/(1+M)
= 9.6, Ng = 0.22, N, M/(1+M) = 43.7). The scaling groups suggest that gravity and capillary
forces more strongly influenced the flow than did viscous forces. But, the Ng with its lower
boundary for the transition region suggests that, in the displacement, capillary forces were
more important than gravity forces. The significantly faster flow in the low-permeability
layer is consistent, again, with strong capillary imbibition in the experimental image of Exp.
#15. It is aso interesting to note that when we turned the direction of flow upwards, gravity
effects on the displacement increased dramatically. The scaling groups defined by Zhou et
al.do not provide guidance for the effects of gravity on this kind of displacement, because the
analysis that produced the scaling groups was based on the assumption that gravity acts
transverse to the average flow direction. Nevertheless, it is clear that gravity acted to reduce
the impact of longitudinal capillary imbibition in displacement #3.

Exp. #9 Exp. #15 Exp. #3
horizontal VCS vertical

Top

IC,

Bottom

Fig. 5.51: Comparison of high IFT displacements at PV1=0.46 (g=2.2 cm3/min).
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The scaling groups for the high-IFT unfavorable drainage displacements also show
similar characteristics to those obtained for favorable displacements. Because the capillary
pressure for flow in drainage mode (see Fig. 5.7) was high, the corresponding values for the
scaling groups of capillary/viscous forces were also larger. For example, the experiment #11
was a horizontal displacement with scaling groups of Ng,, Ng = 0, and No,M/(1+M) = 88.7
that was influenced only by the permeability differences and capillary forces. Note that the
capillary number for the same liquid system in the same porous model was about half of that
value for the imbibition experiment. The values of Ng,M/(1+M) and NgM/(1+M) were 68.1
and 8.6, respectively for a similar experiment (#17) in the VCS setup. These values suggest
that the displacement in experiment #17 was sharply influenced by both capillary and gravity
forces, with smaller effects of viscous forces. But the Ng for this experiment was 0.13, which
is consistent with the idea that the flow was strongly affected by capillary forces. Fig. 5.52
shows the images taken during the related experiments. Capillary forces apparently drove the
nonwetting fluid to flow in the larger pores of the high-permeability layer. Comparison of the
images of experiments #11 and #17 shows that the gravity effects in the VCS experiment
were relatively weak. The vertical displacement (experiment #5) was still influenced by
capillary forces, but gravity helped produce more stable fronts and a larger swept area in the
low-permesability layer.

Exp. #11 Exp. #17 Exp. #5
horizonta VCS vertical
PV1=0.22 PVI1=0.21 PV1=0.19

& 1C.

Bottom

Fig. 5.52: Comparison of high IFT unfavorable displacements (g=2.2 cm3/min).
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In the low-IFT unfavorable horizontal displacement (experiment #12), the flow was
governed primarily by viscous forces (Ng,, Ng = 0, No,M/(1+M) = 0.03). The image shown in
Fig. 5.53 shows evidence of unstable viscous flow. Scaling parameters for a similar
displacement in the VCS modd (experiment #18) are 0.02, 1.06, and 47 for Ng,M/(1+M),
NgvM/(1+M), and Ng, respectively. These numbers suggest that the VCS displacement was
governed by viscous and gravity forces. The image with gravity override in Fig. 5.53 aso
supports this argument. The displacement in the vertical setup was similar to that in the
horizontal setup.

Exp. #12 Exp. #18 Exp. #6
horizontal VCS vertical
PV1=0.23 PV1=0.22 PV1=0.23

Fig. 5.53: Comparison of low-IFT unfavorable displacements (g=2.2 cm3/min).

The combination of experimental results for low- and high-IFT displacements for
imbibition and drainage experiments, and for various orientations with respect to gravity
confirm that the ranges of the scaling groups suggested by Zhou et al. are reasonable, at |east
for the regions where capillary or gravity forces were most important. Confirmation of the
details of the transition regions would require more experimental work, but it is clear that the
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broad outlines of the scaling analysis are consistent with the experimental observations.

5.1.4 Conclusions

A series of experiments was designed and run to investigate combined effects of capillary,
viscous, and gravity forces on displacement efficiency in layered systems. Two-phase
displacements with favorable and unfavorable mobility ratio were performed. A wide span of
capillary and gravity numbers was investigated.

The high-IFT experimental results with small gravity effects show that IFT and flow rate
determine how capillary and viscous forces affect a displacement. At high values of the
capillary number, capillary forces caused the imbibition displacement front to move more
rapidly in the low-permeability layer. In contrast at low values of the capillary number, the
front moved more rapidly in the high-permeability layer due to viscous forces. The vertical
displacements gave better sweep areas than the horizontal displacements, for both high- and
low-1FT fluids. The 2-D images show that displacements in which capillary and viscous
forces are roughly balanced give displacement fronts that move at comparable velocities in
both low- and high-permeability layers, a situation that results in the optimum sweep
efficiency.

The high-IFT displacements in the vertical cross-section model show that al three
crossflow mechanisms affected the flow. Though capillary forces affected the flow in these
experiments more than others, increasing flow rates and changing the location of
permeability heterogeneity resulted in dramatic changes in behavior of displacement. In the
experiments with the high-permeability layer at the top, it was observed that capillary and
gravity forces acted together, whereas viscous forces opposed them. In the experiments with
the inverted flow model, however, gravity and viscous forces acted together while opposing
capillary forces.

The results of the low-IFT experiments show that slow displacements produce larger area
affected by crossflow. The presence of gravity in the displacements contributed positively to
the total sweep efficiency in these experiments except for the displacement with the high-
permeability layer at the bottom where gravity crossflow opposed the viscous crossflow.

In al unfavorable drainage displacements, a large portion of the low-permeability layer
was left unswept. The unswept areain the high-IFT displacements was even worse.

Numerical simulation of the displacements matched the experimental production history
and sweep efficiencies very well. Observed and calculated pressure drops in the situations
did not agree well where capillary forces dominated the displacement. Numerical verification
of experimental results suggests that further ssmulation can be used for displacements with a
combination of flow rate and IFT that are chosen from an interval we studied.

The experimental results including effects of viscous and capillary forces and gravity
segregation confirm that the ranges of scaling groups, suggested by Zhou et al. (1994), are
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reasonable. Though confirmation of the details of the transitions would require more
experimental work, it is clear that the broad outlines of the scaling analysis are consistent
with the experimental observations.

5.1.5 Nomenclature

g gravitationa force H height of the layers

Kan horizontal permesability of the model ko, Vvertical permeability of the model
ki permeability of layer | L length of the model

M viscosity ratio Ny modified capillary number

Ny modified gravity number P.* characteristic capillary pressure
p. capillary pressure pg displacement pressure

S, resdual oil saturation Sic resdual water saturation

g flowrate v Darcy velocity

W width of the model Mo Oil viscosity

¢ porosity Ap density difference

IFT interfacial tension IPA isopropanal

PV1 pore volume injected VCS vertical cross section

5.2 When isthe streamline approach accurate?

While streamline methods offer many advantages for field scale simulation they also have
certain limitations. In general the streamline method is not well suited for displacements with
complex physics (high compressibility, capillary effects, complicated phase behavior or more
generaly, any effect that will move the fluids across streamlines). This is because the
streamline method treats flow along each streamline as independent of adjacent streamlines,
and thus the effects of fluids crossflow are not represented in the simulations (though an
operator splitting technique described by Bratvedt et al. (1996), does a good job in
approximating crossflow due to gravity effects).

If users of streamline methods are to interpret simulation results, they will need to assess
whether any of the mechanisms not modeled in the simulation are important enough to limit
the accuracy of the simulation. Thus it is very important to quantify what the limitations of
the method are, so that the users can determine when calculated results can be trusted and
when other computational approaches should be considered. There is no one numerical
method that can solve the governing equation for all cases efficiently. Depending on which
mechanism dominates, different techniques should be used.

Generaly, the finite difference methods tend to be better in compressible gas drives (gas
cap, solution gas). It has been noted (Baker, 2001) that the streamline simulation method
gives inaccurate results for water floods that do not have good voidage balance. A rule of
thumb given by Baker (2001) for streamline simulation is that streamline simulation should
be avoided when the voidage replacement ratio is less than 0.9. This rule requires that the
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majority of the reservoir energy comes from a water flood or water drive and not from
expansion or solution gas drives. Also in gravity-dominated situations, significant speed up,
which isone of the most important advantages of streamline simulation, israrely achieved.

The focus of the section is on the limitations to the use of streamlines brought about by
crossflow effects. Crossflow due to dispersion is neglected. We will present results from
Eclipse (a finite difference smulator), and 3DSL (streamline based simulator). Both are
commercialy available.

Two calculation examples areinitially presented to illustrate the advantages as well asthe
limitations of the streamline approach:

1. aviscous dominated displacement
2. agravity dominated displacement

The first calculation example is an immiscible water-oil displacement. The properties of
the reservoir and the fluid properties were chosen such that the crossflow effects of capillary
and gravity forces were removed. To remove the effect of gravity, the densities of the fluids
were made equal at the reservoir condition, while using surface tension of zero ensures no
capillary crossflow. Viscous crossflow was greatly minimized by setting the end point
mobility ratio to one and a total mobility ratio that remains constant throughout the
displacement process. The saturation profile from both simulators at 0.125, 0.25 and 0.5 pore

volumes of injected fluid is shown in the Fig. 5.54.
3D
1
0

Fig. 5.54: Saturation maps (Example 1) from Eclipse and 3DSL

Eclipse
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Fig. 5.55: Recovery curves (Example 1) from Eclipse and 3DSL

As can be seen from Fig. 5.54 and Fig. 5.55, the predictions from 3DS. and Eclipse are
in excellent agreement. The streamline method actually does a somewhat better job of
capturing the breakthrough of the two distinct layers, while the fronts in the Eclipse
simulation are smeared by numerical dispersion. The time for this simple streamline
simulation was seven times faster than for Eclipse (See Table 5-6) for this relatively small
200 x 50 grid (note that the difference in computation time increases with grid refinement).

Table 5-6 Simulation times (Example 1: 200x1x50)

Simulator Elapsed CPU time
Eclipse 350 secs
3DSL 50 secs

In the second set of example calculations, crossflow mechanisms were introduced in the
displacement process such that the convective force is no longer the dominant mechanism.
This was achieved by introducing density difference between the fluids and also introducing
capillary pressure between the phases. The results of the simulation runs at 0.125, 0.25 and
0.5 pore volumes of injected fluid are shown in Fig. 5.56. The recovery curves and the CPU
requirements for this example calculation are shown in Fig. 5.57 and Table 5-7.
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Fig. 5.56: Saturation map (Example 2) from Eclipse and 3DS.
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Fig. 5.57: Recovery Curve (Example 2) from Eclipse and 3DSL

Table 5-7 Simulation time (Example 2: 200x1x50)

Simulator Elapsed CPU time
Eclipse 480 secs
3D 300 secs

The results shown in Fig. 5.56 and Fig. 5.57 indicate that the simulation approaches give
quite different results, both in the spatial distribution of the fluids and aso in the integrated
production curves. Delayed water breakthrough in the Eclipse results occurs because of the
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imbibition of water by the low permeability region. Also the front moves faster in the low
permeability layer for the Eclipse simulations, which is not observed in the 3DSL
simulations. The recovery curves also show amost a 20% difference in the recovered oil at
the breakthrough of the injected fluid with Eclipse predicting a higher recovery.

For the user, the problem is to determine to what extent these crossflow effects can be
neglected with reasonable assurance that the results of streamline based simulation are fairly
accurate (at least compared to the other uncertainties in the smulation data). The simulation
engineer is interested in knowing (before running simulations) when he can safely use the
streamline-based simulators. He ought to be able to look at his reservoir and its fluid
properties and be able to take a decision on which method of simulation to use without
jeopardizing the accuracy of the results. Thisis not atrivia issue, and in this section we will
try to understand the transition from a very good match between the different methods of
simulation to a complete mismatch, so that guidance can be given as to when use of
streamlines is appropriate.

5.2.1 Crossflow mechanisms

A lot of work has been done to understand the effect of crossflow on displacements. In
simple terms, the word crossflow is used to describe any mechanism that moves fluids in
direction transverse to the streamlines (away from the direction of bulk flow). Fig. 5.58
shows a cross section of streamlines. In the streamline simulation approach fluids in a
particular streamline is confined to that streamline and movement of fluids between
streamlines (crossflow) is not modeled. Fluid crossflow can significantly affect sweep
efficiency in heterogeneous reservoirs. The importance of fluid crossflow relative to purely
longitudina convective transport in a two-dimensional domain depends on severa factors:
rock properties (porosity, permeability, ratio of vertical and horizontal permeability), fluid
properties (phase densities, phase viscosities and interfacial tension), wettability, relative
permeability and capillary pressure.

There are basicaly four types of crossflow: viscous crossflow, gravity crossflow,
capillary crossflow and crossflow due to dispersion. These crossflow mechanisms affect flow
in different ways depending on the type of displacement, and as experimental investigations
have shown, tend to be more significant in heterogeneous (poorly sorted) media where high
and low permeability zones exist. For displacements where viscosity differences exist
between the fluids, and a transverse pressure differential exists, then viscous crossflow will
be present. Gravity will induce flow in the vertical direction when the densities of the fluids
are different, and this will produce different effects depending on whether the high permeable
layer is above or below the low permeable layer. Capillary crossflow is caused by differences
in saturation and possibly interfacial tension between the fluids in a displacement system.
Crossflow due to dispersion occurs when differences in concentration and local flow velocity
exist in adomain. Table 5-8 summarizes the crossflow types and the driving force.

279



Fig. 5.58: Cross Section of Streamlines

Table 5-8: Types of Crossflow

Crossflow Type Driving force
Viscous AP (pressure)
Capillary Ao, AS
Gravity Ap (density)
Dispersion AC, Av

Dimensionless scaling groups from the mathematical statement of a particular process are
very important for a number of reasons. The scaled groups are used to generalize results
derived from a set of systems to offer guidelines to understanding other systems. Another
good reason is to be able to obtain limiting behavior of systems, as the scaling groups
become large or small. Scaling is also used to gauge the effects of various system parameters.
We use these scaling groups to map out the parameter space of interest so that a reasonable
number of physical and/or numerical experiments can be performed (See Section 5.1).

In this work, as in the work of Zhou, Fayers and Orr (1992), we are interested in
transverse flow (or flow away from the streamline). Hence , we consider the gravity to
viscous ratio, the capillary to viscous ratio and the mobility ratio defined in Section 5.1.

The gravity to viscous ratio quantifies the average balance between the viscous forces in

the x-direction and the gravity forces in the z—direction. In addition to the obvious fact that
this ratio requires that the densities of the injected and displaced components be different, the
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ratio indicates that the effectiveness of gravity forces is increased in slow average velocity
displacements, large vertical permeability communication and longer thinner reservoirs.

The capillary to viscous ratio quantifies the balance between the viscous forces in the x-
direction and the capillary forces in the z—direction and it requires that the pressure of the
phases be different. Like the gravity—viscous ratio, capillary forces dominate more in long,
thin high vertical permeability reservoirs with low displacement velocities.

Finally, the mobility ratio describes the relative ease of flow of one phase to the other.

The definitions of these scaling groups are for a two-dimensiona homogenous
permeability field though could be easily extended to three-dimensional domain (Tchelepi,
1989). The interest is in relative comparison of the groups for different displacement
processes so an average value of Ng, or N, will be quoted for each displacement. The ratio
M/(1+M) is treated as a constant in the system though in redlity, the mobility ratio M is a
function of saturation.

5.2.2 Simulation mod€

Displacements in a 2D layered system (Fig. 5.59) are used to anaysis the accuracy of
streamline simulations over a wide range of flow settings. The model parameters are
summarized in Table 5-9.

—p kl

|
b

. ks

Fig. 5.59: 2D layered system

Table 5-9: Model parameters for calculation examples

Layer 1 2
Permesability (mD) 100 400
Hight (m) 2.5 2.5
Length: 100 m, Width: 10 m, Porosity: 0.2, Initial water (Syi): 0.1
Residua Sy

Interfacial tension from 0-500 dynes/cm.

Oil/water viscosity varied to achieve the desired mobility ratio.
Oil/water density varied to achieve the desired scaling number.
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To evauate the magnitudes of crossflow terms for different displacement processes and
at a particular time step, we calculate the contribution of different crossflow term in each grid
cell and then average over the entire number contributing grid cells. This average which
gives an indication of the contribution of the particular flow mechanism is then plotted as the
dimensionless scale group increases. The interest here is not on the absolute number but on
the relative magnitude of the forces compared to each other. In other words, the trend as the
scaled groups are increased will give afirst guess to the regions of dominance and when the
forces realign themselves. Application of this approach is illustrated in Fig. 5.60
denmonstrating the locations of areas of maximum crossflow for a) gravity dominated flow
and b) capillary dominated flow.

10200 30 40 50 80 70O 80 90 200 40 60 80 100 120 140 160 180

Fig. 5.60: Location of crossflow a) gravity dominated flow b) capillary dominated flow in a
two-layer system.

For more detailed comparison of the simulators, recovery curves, saturation maps as well
as saturation difference plots were used.

The comparison of the simulators was done in two stages:
1. First acomparison based only on the effects of capillary forces (gravity was removed
by setting the density of the fluids equal).

2. The second comparison was based only on the gravity effects and the capillary effect
between the fluids was neglected.

This is clearly a ssimplification as the interplay of gravity and capillary effects exists, as
the experimental results of Section 5.1 demonstrate. The idea in this study is to be able to
suggest (in terms of the dimensionless numbers) where the crossflow mechanisms are
dominant in a displacement such that neglecting them, asis the case in streamline simulators,
would be significantly inaccurate.
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The study was also done separately for water-flood displacement and gas injection but in
gas injection, the fluids were still assumed to be immiscible. In high-pressure gas injection
processes, phase behavior effects can reduce the surface tension significantly, and therefore
capillary crossflow may be smal, though no quantitative analysis of the impact of low
surface tension in such displacement has been performed. Volume change on mixing was
negl ected.

Recovery curves are normally used to compare simulation results. The difficulty
associated with using only recovery curves is that it is an integrated response of so many
mechanisms going on in a displacement process. Two displacement dominated by two
different displacement mechanisms can be shown to have almost same recovery curve. It
becomes very difficult to tell from the recovery curve what mechanism is actualy
responsible for the distribution of the fluids in the reservoir. A typical example to illustrate
the point isshown in Fig. 5.61.
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Fig. 5.61 Recovery curve for two fundamentally different displacements

In the example in Fig. 5.61 both cases have the same rock properties and volume, but the
fluid properties are different. Looking at the recovery curves alone one could think that both
curves represent the same type of displacement. In case A, the fluids have been moved by
gravity effects, but the second case is purely a capillary-dominated flow with no gravity
effectsat all. The fluid properties are given in Table 5-10.

Table 5-10: Fluid properties

Property Case A CaseB
Water Density (kg/m°) 1089 1089
Oil Density (kg/nm) 589 1089
Surfacetension (dynes/cm) 0 90
Rate (m°/day) 25 0.5
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The saturation maps for the two cases show the obvious differences between the
displacements, which proves that using recovery curves alone in judging simulation results
could be misleading. The saturation maps should in all cases complement recovery curves.

Fig. 5.62: Saturation maps for case A and case B

Saturation profiles are another qualitative tool used for comparison. For this study, the
saturation map was interpreted based on the location of the fronts in both layers. Flow is
considered capillary-dominated when the location of the front in the low permeability layer
almost catches up (or is faster) with the location of the front in the high permeability layer.

Also as part of the saturation comparison tool we considered the saturation difference
plot. In this plot, we take the absolute difference in the saturation values at the grid blocks.
The plot emphasizes where the differences exist between the simulators thus showing us
where crossflow of fluids happen most.

Fig. 5.63 illustrates the use of saturation maps. From the plots one could (though

subjective) consider capillary effects to begin to be important above a capillary-to-viscous
ratio of around 3.
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Fig. 5.63: Saturation map showing displacement for increasing capillary number. M = 1
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The corresponding saturation difference plots for this displacement at 0.5 PV injected are
shown in Fig. 5.64.

5.2.3 Quantifying effects of numerical dispersion

The first step in the comparison using these tools would be to compare the results of the
simulators for a displacement without any crossflow mechanism (Both capillary-to-viscous
ratio and gravity-to-viscous ratio of zero). Ordinarily the results from the different simulators
should be the same. Any difference between them for this case will give us an idea of the
magnitude of numerical dispersion and smearing in the finite difference method. It aso
allows us avoid trying to match effects of numerical dispersion. From the recovery curves
predicted by the two simulators given in Fig. 5.65, we see that the difference in recovery for
the simulators actually depends on the time of analysis, but on average, there is a seven
percent difference in recovery that can be attributed to the effects of numerical smearing.
This factor should be intuitively removed in subsequent comparisons.
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Fig. 5.65 Recovery curves and recovery difference (Noy = 0 and Ngy = 0).
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Fig. 5.66: Saturation difference for N, = 0 at increasing pore volume injected.
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The saturation difference plots for the displacement illustrated are given in Fig. 5.66.
Again the difference between the two simulators is emphasized especially around the fronts.
The difference in the saturation profilesis purely the effect of numerical dispersion.

524 Results

The comparison of the simulators was done separately to investigate the effects of the two
mechanisms of crossflow (gravity and capillary). The interplay of gravity and capillary
effects was not investigated in this study, though it certainly can exist and could modify
displacement performance significantly.

5241 Capillary effects

This study covers the range of capillary-to viscous number (Ng,) from zero to twenty (0-20)
and a mobility ratio up to fifty (M < 50). The analysis of three displacement processes at
different capillary to viscous ratio (Ng, = 1.5, Ny = 3 and N, = 15) using the comparative
tools is shown below. The saturation maps (Fig. 5.67, Fig. 5.70 and Fig. 5.73) and the
saturation difference plots reported in Fig. 5.68, Fig. 5.71 and Fig. 5.74 are shown for 0.125,
0.25 and 0.5 pore volumes of injected fluid. The recovery curves and the difference in
recovery (Fig. 5.69, Fig. 5.72 and Fig. 5.75) are aso shown. As pointed out earlier, these
comparisons are sensitive to the time of analysis.

The saturation plots clearly show an increase in flow into the low permeability region as
we move up higher in N, scale. Also notice the increase in the highest value of percentage

recovery difference. While N, = 1.5 has about 5%, N, = 3 has about 15% and N, = 15 has
about 25% difference.
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Fig. 5.67: Saturation maps for Noy = 1.5, Njy=0,M =1
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Fig. 5.68: Saturation difference for N, = 1.5 at increasing pore volume injected.
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Fig. 5.69: Recovery curves/recovery difference for Noy = 1.5
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Fig. 5.71: Saturation difference for N, = 3 at increasing pore volume injected.
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Fig. 5.72: Recovery curves/recovery difference for No, = 3
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Fig. 5.73: Saturation maps for Ne, = 15, Ngy =0, M = 1.
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Fig. 5.74: Saturation difference for Ng, = 15 at increasing pore volume injected.
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Fig. 5.75: Recovery curves/recovery for Ng,=15.

A careful ook at the plots given above shows the increased saturation difference and high
percentage difference in the recovery curves as the capillary-to-viscous ratio is increased.
Clearly, the figures suggest that a displacement with average capillary-to-viscous ratio of 15
should not be modeled with a streamline simulator, unless some provision is made for
representing the capillary forces (See Section 5.3).

To monitor the transition from good streamline simulation area to poor streamline
simulation area, we compared the saturation profiles of displacements with increasing
capillary number and mobility ratio, we noticed the strong dependence of the capillary effects
on the mobility ratio. It was found that the higher the mobility ratio, the more significant the
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effects of capillary pressure on the displacement at least for this homogeneous reservoir.
Thus the limit of the use of streamline simulator for capillary dominated displacements will
depend on the mobility ratio. The higher the mobility ratio, the lower the capillary number
(Nev) displacement that the streamline based simulators can model without jeopardizing the
accuracy of the simulation results.

Fig. 5.76 was generated with Eclipse just to show the increasing spatial effect of capillary
forces. 3DSL does not model capillary forces at all, and is on the first row. Fig. 5.77 shows
the average error in the saturation as the capillary-to-viscous ratio increases. To get this plot,
we took the absolute difference in the saturation data for the two simulators at each grid
block. The sum of this difference in al the cells was taken, then averaged over the
contributing cells. Because we have established that cross flow is localized at the fronts and
the boundary between layers, this average saturation difference will be representative of
crossflow effects.
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Fig. 5.76: Effects of mobility ratio on crossflow
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Fig. 5.77: Differencesin predicted saturation

Fig. 5.76 suggests that the limit to the use of streamline simulator is around N, = 2 for a
unit mobility ratio. The saturation map was given more weight in this anaysis, and the other
comparison tools (recovery curve and the vector plots) were calibrated based on the results
from the saturation profiles. The recovery difference plot was investigated at three different
times during the displacements (breakthrough, 0.5 and 1 pore volume of injected fluid). Not
much difference in recovery was noticed at early times, which is expected. The differences
start showing from breakthrough up to a certain pore volume injected. Using the result (Ng, =
2) from the saturation plots as basis, it corresponds to a tolerance factor of around 10-15%
difference in recovery (Fig. 5.78). This seemingly high cutoff accounts for the about 7%
difference in recovery between the two simulators due to numerical smearing rather than
crossflow (see Fig. 5.65).
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Fig. 5.78: Recovery curvesfor different capillary effects. M =1
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Based on the cutoff listed above, we generated a chart summarizing the regions of
applicability for the streamline simulators. For the good streamline area (A), the results of the
simulations satisfy all the restrictions of the comparison tools namely below 10% difference
in recovery and having a saturation profile that is not much different for both the Eclipse and
3DSL simulators (the cutoff based on the saturation map was at N, = 2). Region B coversthe
transition area where the effect of capillary forces is beginning to be significant. For Region
C, the ssimulation results did not meet with all of the cutoffs of the saturation difference,
recovery difference and the velocity ratio. For those points in region C, the saturation map
showed the position of the flood front in the low permeability layer to be the same or faster
than that in the high permeability layer. The points in chart represent the sample simulation
runs. Points corresponding to M = 15 and above are gas displacements simulation runs while
the rest are from waterflood displacements.

Ncv

v
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20 A Good Streamline Area
Mobility B  Transition Area
Ratio " C Poor Streamline Area
a
50
70

Fig. 5.79: Regions of capillary and mobility ratio for which streamline simulation approach
should or should not be used.
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Table 5-11: Simulator regions for unit mobility displacements

Nev Description

<2 Good Streamline Area
2-7 Transition Area

>7 Poor Streamline Area

5.2.4.2 Gravity effects

Gravity effects also alter the pressure field through time and hence the streamline paths. To
model field scale displacement with the streamline model, gravity effects must be accounted
for. The magnitude of the gravity force in a displacement is characterized by the time
required for the fluids to segregate due to gravity forces relative to the time required for
fluids to move across a domain due to viscous forces. Initially the streamline methods could
not account for gravity effects since analytical solutions were mapped along streamlines.
However, the application of operator splitting has allowed for representation of gravity
effectsin streamline simulation. Bratvedt (1996) gives a useful discussion on operator
splitting and its implementation in streamline simulations.

In comparison with conventional simulation methods, the streamline method still retains
some speed-ups but the magnitude of the speed-up depends on the number of streamline
updates which in turn depends on the magnitude of the gravity number, the model size, and
the type of displacement process. The gravity number Ng, was defined in section 5.1.

A series of calculations was performed for alayered system over afull range of gravity to

viscous forces (Ngy = 0, Ngy = 2.7, Ngv = 9, Ngv = 14 and Ny, = 27). The summary of the CPU
requirements for the two simulatorsis given in Table 5-12.

Table 5-12: Pressure solves required to reach convergence (Ng, = 0)

Ngy 3D Eclipse Speed up
Factor
CPU Pressure | CPU | Pressure
(min) Solves (min) | Solves
0 0.8 1 5 182 7
2.7 15 20 8 501 6
9 3 20 15 1345 5
14 8 200 24 1652 3
27 15 1000 29 3945 17
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The predictions of streamline approach and the finite difference approach are in excellent
agreement provided sufficient careis taken to ensure an adequate frequency of pressure
updates in the streamline approach. Fig. 5.80 and Fig. 5.81 report the predictions for Ng, =
27.

Eclipse

3DSL
200 P-
solves

3DSL
1000 P-
solves

Fig. 5.80: Saturation map for Ny, = 27 at 0.25 PVI
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Fig. 5.81: Recovery curves for Ny, = 27 at 0.25 pore volume

Clearly, a streamline method with operator splitting can account for gravity effects quite
accurately. Theissue of interest is rather on the number of pressure solves (thus time)

296



required to reach the degree of accuracy desired. In streamline simulation, the effects of
gravity require more frequent pressure solves over agiven time interval to reach a converged
solution.

This study suggests that the practical range of gravity numbers that the streamline
simulator can handle without |oosing the speed-up advantage is about 27. Displacements that
are more dominated by gravity effects can with equal efficiency be solved by other
simulation techniques.

5.25 Conclusions

Although a stratified model is the simplest form of reservoir heterogeneity, the approach used
in this study and preliminary results obtained should provide a basis for analyzing fluid
displacement in more complicated reservoir. The conclusion of this study will depend on the
heterogeneity index (defined as permeability ratio of the layers) of the reservoir. The
conclusions are:

1. Streamline simulators that do not include a representation of capillary crossflow, are
not well suited for displacements with capillary number greater than 2 for a mobility
ratio of one. In fact this number depends on the mobility ratio. Fig. 5.79 shows the
regions of applicability of the streamline simulation technique. For a unit mobility
displacement, the transition from good to poor agreement between streamline and
conventiona finite difference simulation is between Ny, = 2 and Ny = 7.
Displacements with capillary to viscous number greater than 7 are best modeled with
other simulation techniques or a streamline simulator that includes capillary crossflow
(see Section 5.3).

2. Changes in mobility ratio significantly alter the effect of capillary pressure on
displacement especidly in the spatial distribution of the fluids. The greater the
mobility ratio the more significant the effects of capillary pressure.

3. The operator splitting technique as implemented in streamline simulation method
does an excellent job of capturing gravity effects, but the cost grows with the number
of streamline updates required to achieve convergence. For any displacement where
the gravity ratio is more than about 27, the effects of gravity are so significant that the
speed-ups associated with streamline simulators are limited.

5.2.6 Nomenclature

M = mobility ratio
Noy = traverse capillary number
Ngw = gravity number
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5.3 Including capillary effectsin streamline smulation

In the previous section the accuracy of the streamline approach was investigated for flow
settings with varying degree of cross flow. The calculation examples suggest that traditional
streamline simulation (without explicit representation capillary effects) is limited to flow
settings where the capillary to viscous forces are low. In an attempt to expand the range of
applicability of the streamline approach for immiscible displacement problems, Berenblyum
et al., (2003) proposed a method to include effect of capillary forcesin streamline simulation.
The introduction of capillary forces requires the modification of the pressure equation as well
as the transport equation.

For two-phase immiscible displacements, the capillary effects can be introduced by
recasting the pressure equation in terms of the wetting-phase pressure and the capillary
pressure. The non-wetting phase pressure can subsequently be evaluated from the wetting-
phase pressure and the capillary pressure given the saturation of the wetting (or non-wetting)
phase.

The transport equation must also be modified to account for capillary effects. A long a
given streamline the Buckley-Leveret (1949) equation must be replaced by the Rapaport—
Leas (1953) equation to properly account for the longitudinal contribution of the capillary
forces. The transverse effects of capillarity can subsequently be accounted for by an operator
splitting technique on the pressure grid (Berenblyum et al., 2003) in equivalence to the
operator-splitting technique for gravitational forces discussed in Section 2.3.

With the above outlined modifications to the traditional streamline approach, the solution
procedure for each time step is:

1. Themodified pressure equation is solved implicitly on the finite difference grid

2. The Darcy velocity for is computed based on cell centered values of the modified
pressure.

3. Streamlines are traced from injectors to producers based on the total velocity.

4. The saturation equation is solved explicitly along the streamlines

5. Saturation values are mapped back from the irregular grid (streamlined nodes) to the
regular (finite difference) grid

6. Fluidsare redistributed on the FD grid by a corrector (capillary) step

Fig. 5.82 demonstrates the accuracy of the modified streamline approach in handeling
flow settings where capillarity plays an important role in the fluid distribution with in the
porous medium. The reported example is for a unit mobility waterflood in atwo-layer system
with permeabilities 100 and 400 mD. The IFT for this displacement was 50 dynes/cm and
hence expected to be strongly affected by capillary effects. All details on the displacement
along with additional example calculation are available in Berenblyum et al. (2003). Fig.
5.82 also reports the simulation result from Eclipse. Excellent agreement is observed between
the modified streamline simulator and the finite difference approach.
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Water saturation
Fig. 5.82: Water saturations predicted by E100 and modified streamline approach

As pointed out in Section 5.2, representation of any non-convective mechanism in a
streamline simulator is likely to reduce the overal efficiency of the approach as more
frequent pressure updates are required to account for transverse flow. This fact was
demonstrated for gravity effects in Sections 2.3 and 5.2. A similar trend is observed for the
capillary operator-splitting approach. As a displacement process becomes increasingly
dominated by capillary forces, an increasing amount of time is spent on redistributing fluids
on the pressure grid essentially corresponding to running the streamline simulator in finite-
difference mode. However, the modifications suggested by Berenblyum et al. (2003) extend
the range of application of the streamline approach as compared to the standard streamline
approach where only convective (and gravity) forces are included (see Section 5.2).
Nevertheless, for displacements where capillary effects completely dominate the flow, finite
difference based simulators with a fully implicit option materialize are the more appropriate
approach.

5.4 Effectsof pressure gradientson displacement performance for miscible/near
miscible gas floods

The analytical solutions presented in Chapter 2 were obtained using the assumption that the
phase behavior can be evaluated at a constant pressure. In any real displacement, however,
the local pressure will vary along the displacement length (See Fig. 5.83) from injector to
producer (Pipy > MMP > Pyqq). This result in a pressure profile, which may mean that in the
vicinity of a production well, the pressure may decline below the reservoir MMP. In this
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section we investigate the accuracy of the assumption of constant pressure used in analytical
solutions, and we examine the impact of the pressure gradient on displacement performance.

Injector

S MM P

e,
%""nu,‘, ]

} Immiscible region
X 8 Y

Producer

Fig. 5.83: Pressure distribution in a hypothetical reservoir.

5.4.1 1D displacements

To analyze the effect of this pressure gradient between injector and producer,
displacement behavior of a gas/oil system was investigated with a 1D homogenous mode!.
The impact of pressure gradients is analyzed by comparing available 1D solutions obtained
by method of characteristics (MOC) with results of Eclipse-300 finite difference (FD)
simulations. The analysis includes fluid displacements at miscible and near miscible
conditions in terms of local displacement efficiency. To address the issue of pressure gradient
effects on local displacement efficiency the following displacement was considered.

1D, homogenous, four-component system

Initial oil : Methane (Cy, 0.3), n-Butane (C4, 0.3), n-Decane (Cyp, 0.4)
Injection gas: Carbon dioxide, (CO,, 0.5), Methane (Cy, 0.5)

Minimum miscibility pressure (MMP) = 193 bar (2800 psi)

1000 grid blocks, Permeability (k) = 500 md, Porosity (¢) = 0.25

Initial reservoir Pressure = 180 bar, Temperature = 375 K

FD simulator: Eclipse-300

Brooks-Corey relative permeability curves with zero residual saturation

The following graph shows oil recovery as a function of pore volumes injected for
different pressure gradients. The injection pressure was kept constant at 200 bar, which is
just above system MMP (193 bar), and the production pressure was set at 178, 160, 140 and
120 bar. Fig. 5.84 shows the recovery curves for these ssmulations. The imposed pressure
gradients (maximum, 60 bar) cause recovery to change, but only minimaly. In this
displacement, overal displacement performance, as measured by oil recovery, at least, is
relatively insensitive to the pressure drawdown near the outlet.
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Fig. 5.85: Pressure profile at different timesin 1D displacements.
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The observed behavior is the result of evolution in the pressure profiles at different time
steps, asis shown in Fig. 5.85. Asail is displaced by injected gas, there is a pressure buildup
behind the miscible front. This occurs because of the low viscosity gas upstream of the front
transfers high pressure downstream as the front moves from injector to producer, thereby
maintaining relatively high pressure at the displacement front. Hence for much of the length
of the reservoir the miscible font is above MMP, resulting in high displacement efficiency.
When the pressure at the displacement front decreases below the MMP near the outlet, there
is only small effect on oil recovery because the oil upstream has aready has already been
displaced, and formation of some residual oil in the zone near the outlet is a relatively small
fraction of the total. At 178 bar, the displacement efficiency is till relatively high. What is
surprising is that reducing the outlet pressure further to as much as 73 bar below the MMP,
has such a small effect on recovery.

Next we consider the accuracy of the assumption of constant pressure for evaluation of
phase behavior in the construction of analytical solutions. We do so by choosing various
gas/oil models under different imposed pressure gradients. The following four step approach
was adopted for the investigation:

1. Construct the analytical solution for the given system at the reservoir temperature and
pressure, which are assumed to be constant by method of characteristics.

2. Compare the analytical solution with finite difference Eclipse-300 simulations by
imposing avery small pressure gradient.

3. Impose a pressure gradient by increasing the pressure at the injector and reducing the
pressure at the producer by the same magnitude (see Fig. 5.86)

4. Impose a pressure gradient by keeping the pressure at the injector constant and
reducing the pressure at the producer (see Fig. 5.87).

inj
J Pmoc

P
prod
Fig. 5.86: Schematic for pressure distributions for step 3.

inj Pmoc

\

P
prod
Fig. 5.87: Schematic for pressure distributions for step 4.

Simulations were performed for an immiscible (Displacement-1) and a nearly miscible
system (Displacement-2). Both the displacements were for four component systems. The
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finite difference computations were performed with 1000 grid blocks. The two displacement
systems were:

Displacement-1: Immiscible:

e |nitia oil: Methane (Cy, 0.1), n-Butane (nC, 0.2), n-Decane (n-Cyg, 0.7)
e Injection gas: Nitrogen (N2, 1.0)
e Initia reservoir P, =250 bar, T =344 K

Displacement-2: Near miscible:

Initial oil: Methane (C4, 0.3), n-Butane (C4, 0.3), n-Decane (Cyo, 0.4)
Injection gas: Carbon dioxide, (CO,, 0.5), Methane (Cy, 0.5)
Minimum miscibility pressure (MMP) = 193 bar (2800 psi)

Initial reservoir P, =180 bar, T = 375K

Various solutions were then compared for immiscible and near-miscible gas/oil systems
by examining the gas saturation profiles at two times, 0.5 PVI and just prior to breakthrough
of injected gas. For both the cases calculation of pore volumes was based on the fluid
densities at the injection conditions.

Fig. 5.88 and Fig. 5.89 summarize the results of these tests at 0.5 PVI. Fig. 5.88(a) and
Fig. 5.89(a) show that for both displacement systems, the numerical solution converges to the
analytical solution as the number of grid blocks is increased. The rate of convergence is a bit
lower for the near-miscible displacement, which is more sensitive to the effects of numerical
dispersion than the immiscible displacement (Jessen et al, 2004). These results clearly show
that the analytical solution obtained at the average pressure for a displacement agrees well
with the numerical solution for small pressure drop.

Fig. 5.88(b) and Fig. 5.89(b) show the effect of larger total pressure drops, again for the
analytical solution evaluated for a pressure midway between the inlet and the outlet. For the
immiscible displacement, Fig. 5.88(b), the effect of larger pressure drop is minimal. Here
again, use of analytical solution in streamline simulations is appropriate.

For the near-miscible system, Fig. 5.89 (b), the effect of pressure difference is larger,
because the higher injection pressure are actually above MMP (193 bar). Even so, the
saturation distributions at +2, +£20, and even +40 bar are similar to the analytical solution
evaluated at the average pressure. Thus the use of an analytical solution with phase behavior
evaluated at the average pressure is surprisingly accurate even for total pressure differences
as large as 40% of the average pressure, at least for this system.
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Fig. 5.88 (c) and Fig. 5.89 (c) show the effect of holding the upstream pressure constant
dightly above the initial pressure and reducing the outlet pressure. Fig. 5.89 demonstrates
that immiscible displacement is insensitive again to this sort of pressure variation. Fig.
5.89(c) shows that even the near-miscible displacement is relatively insensitive to the
downstream pressure reduction

Fig. 5.90 and Fig. 5.91 show the corresponding plots just prior to breakthrough of
injected gas. As might be expected, the profiles show somewhat larger differences as the low
pressure zone near the outlet is approached. Even so, comparison of Fig. 5.88 and Fig. 5.89
with Fig. 5.90 and Fig. 5.91 indicates that the differences between the solutions with
significant lowering of outlet pressure are modest.

Fig. 5.90 and Fig. 5.91 clearly show that the effect of pressure gradient is enhanced as
the front approaches the outlet. This is evident by the increasing separation between the
curves for different pressure gradients. The deviation from the analytical solution is still
small in the immiscible case, but it is larger in the near-miscible case, where the leading
shocks are separated significantly.

Thus we conclude that there are many situations in which it is reasonable to use the
analytical solutions to estimate reservoir displacement performance in streamline
simulations. However, the deviation from the analytical solution increases as we approach
breakthrough. The analysis presented shows that for most of the reservoir production history
the analytical solution givesfairly close results as compared to the numerical results.

In the examplesin Fig. 5.88 - Fig. 5.91, we have investigated the assumption of constant
pressure by comparing the MOC solution evaluated at the initial average reservoir pressure
with numerical solution for different pressure gradients.

Another indication of the potential impact of pressure differences on the phase behavior
is given by the analytical (MOC) solutions evaluated at several pressures for immiscible and
near-miscible gas/oil systems. The reservoir pressure will be bounded between the injection
pressure and the production pressure, evaluation of MOC solution at these pressures will give
an estimate of maximum variation in the solution.

Fig. 5.92 shows the MOC solutions for the immiscible displacement and Fig. 5.93 shows
the MOC solutions for the near-miscible displacement. Fig. 5.92 shows that the immiscible
system is rather insensitive to the pressure variation, but the near-miscible system is much
more sensitive to the changes in pressure, especialy at pressures near MMP. In the near-
miscible case the solution changes significantly with the pressures. Thus, the greater
sensitivity shown in Fig. 5.89 and Fig. 5.91 is consistent with the behavior of the analytical
solution. Even in this example, however, use of an MOC solution evaluated at the average
pressure gives a reasonabl e representation of the displacement behavior.
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5.4.2 2D displacements

To examine the effects of pressure gradientsin 2D the following systems were considered
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e A two layer model with permeability ratios of 1.5 and 5.0
e 2D fully heterogeneous model (SPE10 slice)

A simplified two-layer model is shown in Fig. 5.94, illustrates some of the effects of the
pressure differences in heterogeneous porous media. The two layers are assumed to be non-
communicating. The top layer is the high permeability layer (K1), and the bottom layer is the
low permeability layer (K2). At any instant in time, the front location corresponds to point A
in the high permeability layer and point B; in the low permeability layer. At alater time the
corresponding locations are A, and B, (Fig. 5.94). At agiven flow rate, that the pressure drop
in the low viscosity gas phase will be lower than the high viscosity oil phase. So, high
permeability layer will have less pressure drop as compared to the low permeability layer at
the front position, as shown in Fig. 5.94. This difference in pressure between two layers will
cause crossflow. As the front advances, the difference in pressure between the two layers
increases and will reach a maximum value just before breakthrough. Thus, differences in
displacement performance as a result of pressure differences will be the result of changesin
the phase behavior interacting with crossflow.

To analyze the effect of heterogeneity in a horizontal communicating two-layer system,
the following gas/oil displacement was considered:

Initial oil composition : Methane (Cy, 0.3), n-Butane (Cy, 0.3), n-Decane (Cyo, 0.4)
Injection gas composition: Carbon dioxide, (CO,, 0.5), Methane (C,, 0.5)
Minimum miscibility pressure (MMP) = 193 bar (2800 psi)

Initial reservoir Pr =180 bar, T = 375K

Perm Contrast (K1/K2)=1.5& 5.0

100x100 grid blocks

WEells perforated along the entire width

Injection Pressure = 190 bar

For the two-layer model with K1/K»=1.5, injection pressure was kept constant at 190 bar
and the production pressure was varied from 178 bar to 120 bar. Saturation maps shown in
Fig. 5.95 are at 0.5 PVI and are very similar for various pressure gradients. To illustrate the
extent of crossflow and front advancement, saturation difference maps are plotted as shown
in Fig. 5.96. The saturation difference maps show the difference in the saturation map for an
outlet pressure at 178 bar with the saturation map corresponding to the lower production
pressure. Fig. 5.96 shows very limited crossflow and little front advancement as the pressure
differenceisincreased from 12 bar to 70 bar.
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Fig. 5.94: A two-layer system showing pressure variation with front location.

Fig. 5.97 and Fig. 5.98 are the saturation plots and saturation difference plots for the
model with a higher permeability contrast of 5.0 at 0.5 pore volumes injected. Again we
observe that the extent of crossflow is small, but the front advancement is substantia. In this
case significant front advancement is because the front is very close to the production
boundary, which is at a lower pressure. As the gas front reaches the low pressure zone, it
expands, causing earlier breakthrough with increasing pressure gradients. Increasing
permeability contrast will accentuates pressure differences between layers, therefore Fig.
5.95 - Fig. 5.98 show, however, that the zone affected by crossflow is a relatively small
fraction of the flow field.

Injector Producer

A ' Poroa=178 bar

Fig. 5.95: Saturation plots of atwo-layer system for permeability contrast of 1.5 at 0.5 PVI.
Injection pressure is 190 bar.
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Fig. 5.96: Saturation difference plots of atwo-layer system for permeability contrast of 1.5 at
0.5 PVI showing crossflow and front advancement.
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srog=140 bar

srod=120 bar

Fig. 5.97: Saturation plots of atwo-layer system for permeability contrast of 5.0 at 0.5 PVI.
Injection pressure is 190 bar.

Fig. 5.99 and Fig. 5.100 show recovery plots for the displacements in Fig. 5.95 - Fig.
5.97. Here again, there is margina difference in the ultimate recovery for the two plots for
permeability ratios of 1.5 and 5.0, but there is a small difference in the shape of the curve,
especidly in the region between breakthrough in the two layers. This difference is primarily
because of the difference in gas expansion for the lower production pressures, which causes
earlier breakthrough for lower production pressures.
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Fig. 5.98: Saturation plots of atwo-layer system for permeability contrast of 5.0. Injection
pressure is 190 bar.
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Fig. 5.99: Recovery curve of atwo-layer system for permeability contrast of 1.5. Injection
pressureis 190 bar .
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Fig. 5.100: Recovery curve of atwo-layer system for permeability contrast of 1.5. Injection
pressure is 190 bar.

The fina example calculation is for a 10-component gas/oil system in a 2D
heterogeneous reservoir. The porosity and permeability fields for this example were taken
from SPE’s 10’ th comparative simulation study (Christie and Blunt, 2001). Following are the
specification of the system:

Initial reservoir Pr = 320 bar
Temperature = 370 K

60x220 grid blocks

WEélls perforated a ong width
Injection gas pressure = 330 bar

Thee 10-component fluid description is representative of an intermediate gravity crude
oil. Detailed equation of state input can be found in Jessen et al. 2000. Initial oil and
injection gas compositions are given in Table 5-13.

Fig. 5.101 represents the porosity and permeability field for the chosen 2D section. In this
example, the injection pressure is held constant at 330 bar, and the production pressure was
varied from 318 bar to 270 bar. Fig. 5.102 and Fig. 5.103 show the saturation and saturation
difference maps at 0.5 pore volumes injected, respectively. We again observe the same trend
as in the two-layer example. The saturation maps are quite similar and the saturation
difference maps show marginal crossflow and little front advancement with increasing
pressure gradient.
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Table 5-13: Oil and injection gas composition for 2D heterogeneous displacements

Injection Gas Comp |Initial Oil Comp

Component (Mol fraction) (Mol fraction)

Cl 0.4 0.4354

CO2 0.3 0.0034

C2 0.3 0.0383

C3 0.0 0.0148

C4 0.0 0.0182

C5 0.0 0.0152

C6 0.0 0.0192

C7-16 0.0 0.2722

C17-27 0.0 0.1162

C28-80 0.0 0.0672
0.5
0.3
0.1
100
1.00
0.01

Permeability Field

Fig. 5.101: Porosity and permeability field used in 2D heterogeneous displacements.
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Fig. 5.102: Saturation plots of 10 component system at 0.5 pore volumes injected
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Fig. 5.103: Saturation difference plots of 10-component system at 0.5 pore volumes injected

Fig. 5.104 shows the effect of pressure gradient on the ultimate recovery. In this example,
as well, reducing the pressure at the production end has quite small effect on overal
displacement performance.
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543 Conclusions

The examples presented in this section have considered an immiscible, a near-miscible
and a 10-component displacement for both 1D and 2D systemss. The effect of pressure
gradients on various gas/oil systems was found to be small in all these examples. For most of
the displacements the effect of crossflow was quite limited, but for some examples there was
an effect of front advancement due to gas expansion, which was responsible for earlier gas
breakthrough. Hence, at least for the systems studied the use of phase behavior calculations
evaluated at an appropriate average pressure is a reasonable assumption.
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Fig. 5.104: Recovery curves for the 10-component system. Injection pressure is 330 bar

The results presented here also show that it is straightforward to test the impact of total
pressure drop on the accuracy of streamline simulations using analytical solutions. 1D and
2D simulations, similar to those presented can be performed to evaluate whether use of
anaytical solutions in streamline sensitivity studies is reasonable if the total pressure
difference can be estimated.

55 Summary

In this chapter a variety of investigations of the potential limitations of the streamline
approach have been presented. The interplay of viscous, capillary, and gravity forces was
examined in a set of experiments performed in two-layer glass bead packs. Those
experiments illustrate the complexity of the scaling of these flows, even in the simple porous
medium with simple fluid mixtures. The experimental results confirm the scaling arguments
by various authors, and comparisons of the simulations with conventional simulation results
indicates that it is reasonable to explore the relative importance of viscous, capillary, and
gravity forces by conventional simulation.
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A direct comparison of conventional simulation with streamline simulations that include
the effects of gravity but not capillary forces was presented next. Those comparisons
confirm that gravity effects are represented well by operator splitting techniques, but at the
cost of slowing the streamline simulations. The range of capillary to viscous ratio for which
basic streamline simulations are reasonably accurate was also explored. At values of N, less
than about 2 for unit mobility displacements, the streamline approach gives good results. For
higher values of N, another approach is appropriate. The value of N, a which the transition
to capillary-influenced flow begins depends on mobility ratio, with the limiting value
declining for adverse mobility displacements.

A demonstration that capillary effects can be represented in the streamline approach was
also presented. That work was done by Roman Berenblyum, a PhD student at the Danish
Technical University, in collaboration with this project. Here again, crossflow can be
represented, but at the cost of increased computation time over the basic streamline approach.
Thus, it is useful to test when the basic streamline approach can be used and when it must be
augmented by representations of crossflow or replaced by another simulation approach.

Finally, the accuracy of the assumption made in Chapter 3 that it is reasonable to evaluate
phase behavior at a single pressure was tested. That assumption makes possible the
analytical solutions obtained in Chapter 3. As the results for condensate vaporization
presented in Chapter 2 showed, the combination of the analytical solution with streamline
simulation is orders of magnitude faster than conventiona finite difference simulation.
Nevertheless, the assumption is never strictly satisfied, because all displacements include
some pressure drop over the displacement length, so it isimportant to test the inaccuracy that
the assumption induces. The simulation results presented demonstrate that the assumption is
a surprisingly good one. Even for near-miscible displacements, which should be the most
sensitive to the effects of pressure changes, the analytical solutions obtained with the phase
behavior evaluated at the average pressure of the displacement are quite reasonable. In
addition, the pressure drop that occurs over a displacement length has only modest effect on
crossflow, so that the use of streamline simulations is still reasonable for gas-ail
displacements with significant pressure drop. These results suggest that there are many
situations in which it is quite reasonable to use the analytical solutions of Chapter 3 for one-
dimensional multicomponent flow combined with streamlines to represent the effects of
heterogeneity. When that simulation approach is reasonable, it is orders of magnitude faster
than conventiona finite difference simulation, and compositiona simulations on high-
resolution gridsisfeasible. The analytical solutions are available only if injection and initial
compositions are constant, a restriction that is often not satisfied. If so, the numerical
approaches for solutions along streamlines described in Chapter 2 are the appropriate choice.
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6 Summary

In this report we have considered how to predict the performance of gas injection processes
at field scale. We have argued that accurate predictions of process performance will require
high resolution representation of permeability variations, modeling of the compositional
processes that control local displacement efficiency in high pressure gas injection processes,
substantial reduction in the adverse computational effects of numerical dispersion over
conventional finite-difference compositional simulation, and sufficient computation speed
that large-scae problems can be considered. This report demonstrates that streamline
methods are one option for meeting those requirements.

We have shown that when reservoir heterogeneity controls flow paths, and when effects
of gravity segregation and capillary crossflow are small, compositional streamline
simulations are appropriate, and they are orders of magnitude faster than conventional finite-
difference compositional simulations. The example given in Chapter 2 of simulation of
condensate recovery illustrates that point. In that example, a combination of an analytical
solution for the condensate displacement process along a single streamline with a streamline
representation of the effects of heterogeneity on the flow was used to perform simulations
that were much less subject to the effects of numerical smearing than the corresponding finite
difference ssimulations and much faster to perform. In that displacement, the locations of
streamlines changed only dlightly, as the result of changes in mobility as the injected gas
replaced the fluid in place. Effects of reservoir heterogeneity were represented well by the
streamlines, and the interaction of phase behavior and flow could be captured by the 1D
analytical solution along each streamline.

The results presented in Chapter 3 indicate that it is now possible to construct ana ytical
solutions for 1D flow of multicomponent gas/oil mixtures with an arbitrary number of
components, with and without volume change, and for the full range of initial and injection
compositions. Additiona work by Juanes (2004) and by LaForce and Johns (2004) extends
these ideas to systems that involve three-phase flow. These solutions will be particularly
useful for comparison studies that examine the sensitivity of reservoir displacements to
aternate well locations, to changes in injection gas composition, or to alternate reservoir
descriptions. While these solutions are clearly an approximation, because the single
analytical solution must be remapped along new streamline locations and because the phase
behavior of the fluids is evaluated at a single displacement pressure, the speed advantage of
the combination of streamlines and analytical solutions makes it an excellent choice for
screening purposes and sensitivity studies. The results presented in Chapter 5, concerning
the accuracy of the assumption of constant pressure for evaluation of phase equilibrium
behavior, indicate that such calculations are surprisingly accurate.

There are, of course, many situations where effects of gravity are important. It is clearly
possible to include the effects of gravity in streamline simulations, as the method proposed in
Chapter 2 demonstrates. Work done by Berenblyum et al. (2003), in collaboration with this
project indicates that the same statement can be made about capillary crossflow. These
physical mechanisms can be represented by suitable operator splitting techniques. Thereisa
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price to be paid, of course. Application of operator splitting requires that streamline
locations be updated. [If streamlines locations are very sensitive to gravity, for example, so
that frequent pressure solves are required to locate streamlines, then much of the advantage
of streamline computationsislost. There are definitely flow situations where streamlines are
not the best choice, therefore. The scaling analysis and experimenta verifications of the
transitions from viscous to capillary to gravity dominated flow reported in Chapter 5 give
some guidance as to the appropriateness of the use of streamline simulations. For
displacements in which gravity segregation or capillary effects dominate, other simulation
techniques should be considered. For flows dominated by heterogeneity, and for flows that
involve some effects of gravity- and/or capillary-driven flow, streamline simulation with
appropriate operator splitting, can still be substantially more efficient than conventional
simulation approaches.

Accounting for the change in location of streamlines due to mobility changes or the use
of operator splitting to account for gravity or capillary effects requires that streamline
locations be remapped repeatedly. In addition, remapping streamlines makes it appropriate
to solve the 1D compositiona displacement problem along each streamline numerically
(because the analytical solutions obtained so far apply only to displacements with constant
initial compositions along a streamline). Accordingly, Chapter 2 includes a detaled
discussion of ways to improve the accuracy of these calculations. Higher order methods for
solving the 1D flow problem can be used to limit the adverse effects of numerical dispersion
efficiently. The analysis of ways to reduce mapping errors indicates that considerable
improvement in mass balance accuracy can be achieved at modest additional computation
cost.

The experimental results presented in Chapter 4 also provide useful guidance concerning
the fundamentals of three-phase flow in gas injection processes. They indicate that low
interfacial tensions between oil and gas phases in the presence of water will cause an increase
in the relative permeability to oil. That is, of course, exactly the objective of multicontact
miscible gas injection processes, to increase the displacement efficiency of the oil. The
observations suggest that mobility of the injected gas and oil will be higher in zones invaded
by the gas in such displacements. As a result, streamlines along zones of fast flow (in high
permeability regions of a reservoir) will be swept efficiently, providing flow paths that are
still easier to invade. Thus, streamlines will bunch together in zones of high permeability
that are swept early by gas, and they will be hard to move from those zones. Here again,
these are situations that are appropriate for streamline simulation.

Taken together, the results presented here indicate that considerable progress has been
made in the development of compositiona streamline representations of gas injection
processes. For many reservoir settings, streamline methods will offer the most accurate and
most efficient simulation technique available. Streamline methods are fast enough that they
can be applied to simulate compositional gas injection processes with much higher resolution
and much less numerical dispersion that can be achieved with conventional finite difference
approaches. Indeed, high resolution compositional reservoir simulations simply are not
computationally feasible by any other technique. Thus, the research results reported here
establish that compositional streamline simulation will play an important role in the toolkit of
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reservoir simulation tools available for process prediction.

We emphasize, however, that there is still work to be done to make compositional
streamline methods a fully functional reservoir simulation tool (just as the considerable
success of conventional finite difference reservoir simulation methods is the result of decades
of development). Research areas that have considerable potential for future improvementsin
the compositional streamline approach include: developing optima methods for placement
of streamlines, application of adaptive mesh refinement using error estimation, inclusion of
the higher order methods developed here, further development of the mapping agorithms,
and considering how streamlines should be calculated for flow in compressible systems. In
addition, streamline approaches are especially appropriate for parallel computations, because
the 1D solutions aong individual streamlines can be done independently. The work
presented here provides a substantial foundation for that research.
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