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1 ACCOMPLISHMENTS:

1.1 What are the major goals of the project?

The project goal is to predict, given characteristic climate-induced temperature change scenarios, the conditions under which gas will be expelled from existing accumulations of gas hydrate into the shallow ocean or directly to the atmosphere. When those conditions are met, the fraction of the gas accumulation that escapes and the rate of escape shall be quantified. The predictions shall be applicable in Arctic regions and in gas hydrate systems at the up dip limit of the stability zone on continental margins. The behavior shall be explored in response to two warming scenarios: longer term change due to sea level rise (e.g. 20 thousand years) and shorter term due to atmospheric warming by anthropogenic forcing (decadal time scale).

<table>
<thead>
<tr>
<th>Milestone Description</th>
<th>Planned Completion</th>
<th>Actual Completion</th>
<th>Verification Method</th>
<th>Comments (progress toward achieving milestone, explanation of deviation from plan, etc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.D Determination of what hydrate reservoirs are at three-phase equilibrium.</td>
<td>12/31/2013</td>
<td>12/1/2013</td>
<td>Report</td>
<td>Complete</td>
</tr>
<tr>
<td>1.E Demonstrate ability to create and dissociate methane hydrate within sediment columns under conditions analogous to natural systems.</td>
<td>9/30/2013</td>
<td>10/15/2013</td>
<td>Report</td>
<td>Complete</td>
</tr>
<tr>
<td>2.C Demonstration of reaction transport experiment where gas invades hydrate stability zone and creates three phase stability.</td>
<td>9/30/2014</td>
<td>9/29/2014</td>
<td>This Quarterly Report</td>
<td>Currently developing/refining remote sensing technologies. Refining experimental design based on numerical simulation</td>
</tr>
<tr>
<td>2.D Demonstrate a 2D simulation of hydrate dissociation and gas expulsion.</td>
<td>3/31/2015</td>
<td></td>
<td>Report</td>
<td></td>
</tr>
</tbody>
</table>
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1.2 What was accomplished under these goals?

1.21 PHASE 1/BUDGET PERIOD 1

<table>
<thead>
<tr>
<th>Task</th>
<th>Projected Finish</th>
<th>Actual Finish</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1: Project Management and Planning</td>
<td>9/30/15</td>
<td>In process</td>
<td>Monitoring &amp; controlling project</td>
</tr>
<tr>
<td>Task 2: Conceptual and Numerical Model Development -1D</td>
<td>3/31/14</td>
<td>3/31/14</td>
<td>Task 2 has been completed.</td>
</tr>
<tr>
<td>Task 3: Categorize stability of known hydrate reservoirs</td>
<td>9/30/13</td>
<td>9/30/13</td>
<td>Task 3 has been completed.</td>
</tr>
<tr>
<td>Task 4: Laboratory Evaluation of Hydrate Dissociation</td>
<td>3/31/14</td>
<td>6/1/14</td>
<td>Task 4 has been completed.</td>
</tr>
</tbody>
</table>

1.22 PHASE 2/BUDGET PERIOD 2

Task 5: Gas expulsion modeling
Projected Finish: 9/28/15
Actual Finish: in process

Subtask 5.1 - Develop 1D model of gas expulsion into water-saturated hydrate-stability zone
Projected Finish: 9/29/14
Actual Finish: 9/29/14
This model is fully developed.

Subtask 5.2 - Apply 1D expulsion to laboratory experiments
Projected Finish: 3/30/15
Actual Finish: 9/29/14
The model has been developed and presented in the June 2014 report.

Subtask 5.3 - Apply 1D model to natural hydrate accumulations
Projected Finish: 9/28/15
Actual Finish: in process
The model is currently being applied to the permafrost zone such as in Alaska (Figures 1-4) and to the deepwater continental margins (Figure 5).

Permafrost Zones:
We consider an initial condition similar to those at the Malik Well (Dallimore and Collett, 2005). Malik gas hydrate field is located in Mackenzie delta on the coast of Beaufort Sea, in the northwest territories of Canada (Dallimore and Collett, 2005). It was shown to be one of the most concentrated gas hydrate deposits in the world (Dallimore and Collett, 2005). Relatively thick sections of high-saturation methane
hydrate (often over 80%) lie between 897 and 1110 m (Taylor et al., 2005). Ice-bearing permafrost extends from ground surface to the depth of about 600m (Henninges et al., 2005).

In our simulation, the initial water pressure increases hydrostatically with depth (Fig. 1a). Present average ground surface temperature is -6°C (Majorowicz et al., 2012) (Fig. 1b). We set the initial temperature at the base of the permafrost (BP) (600 m) at -1°C (Henninges et al., 2005) (Fig. 1b). Below that temperature increases linearly with the gradient of 26°C km-1 (Fig. 1b) (Henninges et al., 2005). A fixed geothermal flux of 56 mW m⁻² is applied at the lower boundary (1400 m), providing an equilibrium initial temperature distribution. Sediments in the shallow depth of the Beaufort-Mackenzie Basin is largely terrestrial, and low salinities below 0.1-0.5 wt.% can be expected (Dallimore and Collett, 2005). We set the BP at 600 m. We assume the salinity from ground surface to 600 m to be 0.5 wt.% before ice formation (denoted as $X_{s,10}$). After ice formation, the initial brine in the permafrost has a salinity equilibrating with the ice phase (denoted as $X_{s,l+i}$), which is calculated according to the phase curve of ice and water and decreases linearly downward (Fig. 1d). We assume there is no salt transport during ice freezing. The initial ice saturation ($S_i$) can be calculated from the mass conservation of salt as

$$S_i = 1 - \frac{X_{s,l}}{X_{s,l+i}} \quad (\text{Fig. 1c})$$

We call this case as High Ice Saturation. The initial salinity under the permafrost is uniformly 3 wt.% (Fig. 1d). This puts the BHSZ at 1100 m. Two hydrate layers with variable saturations exist from 900 to 1000 m, and from 1080 to 1100 m (Fig. 1c). The initial hydrate saturations are obtained by averaging the nuclear magnetic resonance-derived gas hydrate saturation for Malik 5L-38 well (Dallimore and Collett, 2005). The porosity is uniformly 35%, and the permeability of the gas-hydrate-free sediments is $10^{-13}$ m² (Dallimore and Collett, 2005).

At time zero we increase the ground surface temperature linearly from -6 to 0°C over300 years and then keep the surface temperature at 0°C for the remaining time. This temperature forcing is to reflect future climate warming caused by doubling of CO₂ in the atmosphere (Majorowicz et al., 2012). Ice melts from ground surface immediately as the temperature there is increased because the system thermodynamic status is initially on ice-brine phase boundary (Fig. 2a, b). Ice also melts from the BP (Fig. 2b), which is caused by the geothermal flux (Archer et al., 2009). Ice front retreats faster from the BP (Fig. 2b). There are two reasons for this: first, the initial ice saturation decreases with depth and reaches minimum at the BP; second, there is a large initial salinity gradient toward the BP, and salt diffusion toward the BP promotes ice melting there. At 30 k.y. the ice layer has shrunk to the depth between 40 and 140 m with an average saturation of 20% (Fig. 2b). Ice disappears at 32 k.y..

Hydrate dissociation initiates from the base of the hydrate stability zone (BHSZ). Hydrate dissociation provides methane to the shallower hydrate layer, where secondary hydrate forms (Fig. 2b). This increases the local salinity, brings the system to three-phase (hydrate, liquid and gas) equilibrium and creates a gas passage through the hydrate layer (Fig. 2a, b). As the BHSZ rises, more methane is provided to the shallower depth, and the entire hydrate deposit moves upward (Fig. 2b). Hydrate dissociation rate is very slow during the first 30 k.y., when considerable amount of ice still exists. For example, at 15 k.y., negligible amount of hydrate dissociates at its initial base (Fig. 2b). At 30 k.y., some hydrate still lies in the deeper hydrate layer, and large amount of secondary hydrate forms in the shallower hydrate layer (Fig. 2b). However, after ice disappears at 32 k.y., temperature increases and the remaining hydrate dissociates rapidly. Methane gas starts venting to atmosphere at 38 k.y., when the entire ice layer has already disappeared and the hydrate layer has risen to 540 to 980 m. Hydrate layer continues rising with methane gas venting at ground surface. The entire hydrate layer disappears at 65 k.y.. At 80 k.y. a new steady-state temperature field is built, which increases linearly with depth from 0°C at ground surface with a gradient of 17°C/km (Fig. 2a). Residual gas saturation (2%) remains in the sediment. Ice
and hydrate melting redistributes salinity in the sediments (Fig. 2c). Salinity in the original ice layer is much lower than the initial value (Fig. 2c). Salinity in the original hydrate layers reduces to about one third of the initial value (Fig. 2c).

Another two cases were run: Low Ice Saturation and No Ice. We decrease the initial ice saturation at each depth to one half of that in the above case \( S_i = \frac{1}{2} \left( 1 - \frac{X_{l}^{s}}{X_{l+i}^{s}} \right) \) and denote this case as Low Ice Saturation. We set the initial ice saturation in the entire subsurface to be zero and denote this case as No Ice. Similar behaviors as those in High Ice Saturation are observed except that the time for methane gas starting venting at ground surface and for the entire hydrate deposits disappearing decreases substantially (Figs. 3 and 4). In Low Ice Saturation case, methane gas starts venting at ground surface at 29 k.y., 9 k.y. earlier than High Ice Saturation case (Figs. 3 and 4). The entire hydrate layer disappears at 56 k.y., 9 k.y. earlier than High Ice Saturation case (Figs. 3 and 4). In No Ice case, methane gas reaches ground surface at 20 k.y., 18 and 9 k.y. earlier than High and Low Ice Saturation cases, respectively (Figs. 3 and 4). The entire hydrate layer disappears at 46 k.y., 19 and 10 k.y. earlier than High and Low Ice Saturation cases (Figs. 3 and 4), respectively. These differences are caused by the latent heat of ice melting, which strongly buffers hydrate dissociation. The latent heat of ice melting delays and attenuates heat transport to the hydrate layers. A high ice saturation requires and retards more heat from ground surface.

The methane gas venting rate at ground surface fluctuates with time (Fig. 4). Once methane gas starts venting at ground surface, the methane flux rate or the hydrate melting rate does not depend on the initial ice saturation in the subsurface (Figs. 3 and 4). There are two stages of gas venting in all the three cases: the first stage lasts about 14 k.y. with an average flux rate of 0.48 g m\(^{-2}\) yr\(^{-1}\), and the second stage lasts about 13 k.y. with an average flux rate of about 0.30 g m\(^{-2}\) yr\(^{-1}\) (Figs. 3 and 4).

Figure 1: Initial (a) pressure, (b) temperature, (c) saturation and (d) salinity distributions for Mallik case 1. Si is ice saturation, Sh is hydrate saturation, \( X_{l}^{i} \) is initial input salinity, and \( X_{l+h+v}^{s} \) is three-phase equilibrium salinity for liquid, gas and hydrate phases.
Figure 2: High ice saturation. (a) temperature ($T$), equilibrium temperature for ice and liquid ($T_i$), and three-phase equilibrium temperature for liquid, gas and hydrate ($T_h$). (b) ice ($S_i$), hydrate ($S_h$) and gas saturation ($S_g$). (c) salinity ($X_s$).
three-phase equilibrium salinity for liquid, gas and hydrate \((X_{l+h+v})\) and initial salinity \((X_{l0})\) at 5, 15, 30, 50 and 80 k.y., respectively.

Figure 3: Evolution of total methane mass remained in subsurface when the initial ice saturation is high, low and zero.

Figure 4: Evolution of methane gas flux at ground surface when the initial ice saturation is high, low and zero.

**Continental Margins:**
On continental margins, we have extended our numerical results to describe the general behavior of venting in hydrate systems and to specifically constrain when gas will vent due to a thermal perturbation and when it will not (Milestone 2.B). An analytical model captures the general behavior.

In the analytical model, we compare the mass of gas liberated by warming against the mass of gas that the warmed and shortened regional hydrate stability zone (RHSZ) can actually convert to hydrate. The
liberated hydrate amount determined by the initial conditions, while the allowable hydrate amount in the warmed and shortened RHSZ is set by the three-phase equilibrium conditions. If more gas is available due to warming than is allowable by the system, venting temporarily occurs.

We calculate the depth of the BRHSZ after complete warming, $B_f$. We assume that all hydrate beneath $B_f$ dissociates, that no hydrate is initially above $B_f$, and that any salt transport is negligible. We estimate the mass of gas supplied by dissociation, $\alpha$, as

$$\alpha = A \rho_h \int_{B_f}^B S_h(z) \, dz,$$

where, $S_h$ is initial hydrate saturation, $\rho_h$ is hydrate density and $A$ is the nominal area ($1 \text{ m}^2$). We then calculate how much gas, $\gamma$, is necessary to establish a three-phase equilibrium chimney from $B_f$ to the seafloor.

$$\gamma = A \rho_h \int_0^{B_f} S^w_h(z) \, dz = A \rho_h \int_0^{B_f} \left(1 - c_0/c_{eq}(z)\right) \, dz,$$

where $S^{eq}_h$ is the hydrate saturation corresponding to three-phase equilibrium salinity, $c_0$ is the initial salinity ($3.5 \text{ w.t. %}$), and $c_{eq}$ is the three-phase equilibrium salinity after complete warming. Then, $\Lambda$ is the ratio of gas supplied ($\alpha$) to the amount of hydrate needed to form a vent ($\gamma$):

$$\Lambda = \alpha \gamma^{-1}.$$

Transient venting occurs when $\Lambda > 1$ and when a RHSZ remains after warming ($B_f > 0$). Complete venting occurs when the RHSZ vanishes after warming ($B_f \leq 0$), as others have shown (Archer et al., 2009; Reagan and Moridis, 2009); no venting occurs under all other scenarios. We have compared the results of our numerical model with this analytical approach and they predict similar behavior (filled circles, Fig. 5b).

We use the analytical model to describe potential outcomes of warming for an idealized continental margin (Fig. 5a,b). For simplicity, we assume the bottom water temperature along the margin is initially constant at 3 C. We choose 3 C to coincide with the hypothesized minimum temperature of the most recent glaciation (Brothers et al., 2014). The initial RHSZ pinches-out at approximately 415 mbis, so no hydrate can initially exist up-slope of this location (assuming an initial steady-state system). When the system is warmed by any amount, the RHSZ pinch-out moves down-slope into greater water depths. According to our model, the dissociated zone between the initial and warmed RHSZ pinch-out should produce complete venting of all hydrate in the sediment column. In addition, transient venting of hydrate will occur a finite distance down-slope of the final location of the RHSZ pinch-out. This distance is controlled by the magnitude of warming and the total hydrate initially in the system.

When the idealized system is warmed 2.5 C, the RHSZ pinch-out moves down-slope a lateral distance of 400 m to a water depth of 530 m (Fig. 5a). Transient venting occurs over a region of 200 m down-slope of the warming RHSZ pinch-out if hydrate initially occupied 5% of the pore space within the sediment column. The occurrence of transient venting for these general conditions is corroborated by dynamic simulations (black dots, Fig. 5b).

1 Multiple simulations showed that salt transport was negligible.
These results seem to explain the observations presented by Skarke et al. (2014). They found a large set of seeps (also called vents) along the Eastern Atlantic continental margin. When the seeps are mapped using their water depths and bottom water temperatures (Fig. 5c), the seeps naturally fall into 4 seep types. Some seeps are too shallow to ever host hydrates (water depth < 300 m), while some seeps are so deep they are likely controlled by faulting and salt diapirism (Skarke et al., 2014) (water depth >1500 m). In addition, some seeps are up-slope of the modern RHSZ implying venting from increased bottom water temperature (analogous to complete venting). And, finally some seeps actually appear to be within the RHSZ just down-slope of the RHSZ pinch-out. These seeps are clustered at ~550 mbgl with a bottom water temperature of 5.5 C. The combined evidence suggests this last category of seeps are examples of transient venting and are currently displaying gas venting from a past warming. Long-term monitoring of these seeps and/or shallow drilling would be required to further confirm these results.

![Figure 5: Warming response for an idealized continental margin using simple analytical model.](image)

**Figure 5:** Warming response for an idealized continental margin using simple analytical model. (A) Dip-section of continental margin taken from Eastern Atlantic. We mark initial BRHSZ (base of the regional hydrate stability zone), $B_i$, with a black dashed line and the warmed BRHSZ, $B_f$, with a blue dashed line. Initially, the temperature everywhere is 3 C at seafloor and increases 40 C / km. (B) Warming response along section where the response is complete venting (red region) for a large warming, no venting (green region) for a small warming, and transient venting (gray region) for warming in between the two end-member responses. Transient venting at a given temperature increase requires hydrate saturation greater than saturation curve within transient venting zone. Simulation results recording transient venting are shown with black, filled circles. Yellow arrows denote region where transient venting is expected for 5% hydrate saturation within the dissociated zone at the 2.5 C warming. (C) Plot of bottom water temperature versus water depth for the 577 seeps observed by Skarke et al. (2014). Purple region denotes where water and hydrate is stable (L+H) at the seafloor for a salinity of 3. 5 w.t. % and white region denotes where water and gas is stable (L+G). Seeps located in water depths shallower than ~300 m cannot be cooled into the hydrate stability zone.

**Task 6: Gas expulsion experiments**

Projected Finish: 9/28/15
Actual Finish: in process

**Subtask 6.1 - Gas invasion into water-saturated hydrate saturated zone**

Projected Finish: 12/29/14
Actual Finish: in process
As reported in our previous Quarterly Report (June 2014), we have not yet successfully modeled gas invasion into the hydrate stability field. In our previous attempt, we could not get a clear gas invasion front. Over the last quarter, we have focused on generating a gas propagation front just by forcing air into water. Now that we have clearly demonstrated this behavior, we will begin over the next quarter to use methane to force gas into water-saturated sand within the hydrate stability zone.

Because of heterogeneity in our experimental system sand packs even with a uniform sand, we performed a number of “off line” experiments to refine our packing technique. These experiments included drainage in three sands under different conditions. Our sands were F110 Silica sand as in previous experiments, slightly coarser Sigma Aldrich (SA) silica sand, and even coarser but less uniform Lane Mountain #30 (LM#30) silica sand. The first two rounds of tests were performed by partially filling a container with water, constantly pouring sand into the water (“one-pour”) over several minutes to reach ~ 5 inches of sand, and compaction using vibration. The third round was performed by applying constant vibration with constant “one-pour” sand emplacement. All tests were expected to test drainage under capillary-force dominated conditions. In Tests 1 and 2, water was allowed to drain through a tube attached to the bottom of the container, and then bent around until the level was about the midpoint of the sample (to form a water table in the sample, Figure 6). The surface was left open, and evaporation occurred. The third test was performed by using a syringe pump to withdraw water at the same rate we used in previous experiments, with no evaporation.

Figure 6: General test setup.
Results in Test 1, we used all three sands, and allowed the water to drain for several days. Evaporation caused the water in the drainage tube to withdraw back into the sample. Figures 7-9 show 3 cross sections of the samples, with the yellow lines in the upper left image identifying the location of the cross section cuts.

Figure 7: Water drainage from SA, LM30, and F110 sands (left to right). Upper and lower left – cross section through the three samples, Upper right, cross section through the SA sand. Drainage results in a reduction in density, here indicated by a darker color.
Figure 8: Water drainage from SA, LM30, and F110 sands (left to right). Upper and lower left – cross section through the three samples, Upper right, cross section through the LM30 sand. Drainage results in a reduction in density, here indicated by a darker color.

Figure 9: Water drainage from SA, LM30, and F110 sands (left to right). Upper and lower left – cross section through the three samples, Upper right, cross section through the F110 sand. Drainage results in a reduction in density, here indicated by a darker color.

The drainage in all three cases was somewhat nonuniform, with the SA sand giving the most uniform drainage. The second round of tests repeated the drainage test for the SA sand, and used a layered SA/LM30 sand combination. Figures 10 and 11 show that drainage in the SA sand was nonuniform, but
drainage in the layered sand was as expected. The water was uniformly removed from the coarse layers, but drainage was nonuniform in the fine layers.

Figure 10: Water drainage from SA (left), and layered SA/LM30 sands (right) after six days. Upper and lower left – cross section through the two samples, Upper right, cross section through the SA sand. Drainage results in a reduction in density, here indicated by a darker color.

Figure 11: Water drainage from SA (left), and layered SA/LM30 sands (right) after six days. Upper and lower left – cross section through the two samples, Upper right, cross section through the layered SA/LM30 sand. Drainage results in a reduction in density, here indicated by a darker color.
The saturated SA sand is more dense than the saturated LM30 sand. The third test (Figure 12) was performed using SA sand with uniform extraction at 0.003 mL/min, and evaporation was prohibited. Although the drainage was somewhat nonuniform, the behavior was more uniform than for previous tests with the SA sand. The center of the column appears to be the most porous and easiest to drain. This is likely because the vibration energy was applied such that the column sides impacted the sample, with the center of the sample being more protected from the vibration.

The conclusions of these tests are that horizontally layered packing could potentially be used to cause a “uniform” drainage of the larger grain sized sand. Test 3 (Fig. 12) indicates that packing while vibrating the sample may affect the packing density, however the resulting packing is more suitable for our tests than the packing used in earlier tests.

![Figure 12: Water drainage from SA sands at 0.003 mL/min at 74 (left), 144 (center), and 235 (right) hours (left to right). Drainage results in a reduction in density, here indicated by a darker color.](image)

Our experimental efforts have been more challenging than we expected. To increase our productivity in these tasks and to meet our objectives, we have manufactured an additional hydrate formation cell. This new cell (Figure 13) holds a cylindrical soil sample with the maximum dimensions of a 3” diameter and 7” length. It has been engineered to maintain a max pressure of 2500psi (~2200psi fluid pressure), which will increase the amount of subcooling we can achieve while maintaining a hydrate saturation less than 50 percent. The increased subcooling should help form hydrate faster and more consistently. This
equipment will be used at the University of Texas at Austin to perform experiments similar to those being conducted at Lawrence Berkeley National Laboratory.

![Image of a hydrate formation cell with labeled parts]

Figure 13: The UT Austin hydrate formation cell with the cooling jacket attached. There are a total of 9 fluid and instrument ports (6 on the top; 3 on the bottom) in the endcaps. Sample is confined with a fluid impermeable sleeve.

Subtask 6.2 - Gas invasion from melting hydrate into water saturated HSZ
Projected Finish: 9/28/15
Actual Finish: in process
We have not begun this task.

Task 7: 2D model
Projected Finish: 9/28/15
Actual Finish: in process
We have not begun this task.

Subtask 7.1 - Hydrate dissociation in 2D systems
Projected Finish: 9/29/14
Actual Finish: in process
We have not begun this task.
1.3 **What opportunities for training and professional development has the project provided?**

There has been strong interaction between UT and LBNL over this past quarter. Our graduate students and our post-doctoral scientist are now fully working with both institutions. A particularly ripe interface is that our students and post-doc are working closely with experimental efforts at LBNL. There is continuous interaction between petroleum engineering and geosciences as we address this problem.

1.4 **How have the results been disseminated to communities of interest?**

Abstract and Paper Submissions

1.5 What do you plan to do during the next reporting period to accomplish the goals?

1.51 Task 5.00: Gas expulsion modeling
We will complete our write up of our 1D model to arctic systems and we will complete our write up of our approach to estimate under what conditions venting will occur.

1.52 Task 6.00: Gas expulsion experiments
We have now confirmed that we can generate a stable gas front (Fig. 12). We will focus over the next quarter on propagating a stable gas front into the hydrate solidification front.

1.53 Task 7.00: 2D model
We will begin work on this task in the coming quarter.
We will begin work on this task in the coming quarter.

2 PRODUCTS:

2.1 What has the project produced?
We have now produced a one dimensional, coupled; hydrate formation code that simulates the thermo-chemical response of a hydrate system to perturbation. We have demonstrated three-phase stability through experimental analysis and we have modeled the behavior. We have also characterized the in-situ thermodynamic state of a number of hydrate locations around the world and shown that in at least two locations, local thermodynamic conditions are altered by high salinity. We have demonstrated an approach to estimate whether or not gas venting will occur for a given thermal perturbation. We have developed a model that couples both ice and hydrate solidification/melting in response to surface temperature change.

3 PARTICIPANTS & OTHER COLLABORATING ORGANIZATIONS:

3.1 What individuals have worked on the project?
Provide the following information for: (1) principal investigator(s)/project director(s) (PIs/PDs); and (2) each person who has worked at least one person month per year on the project during the reporting
period, regardless of the source of compensation (a person month equals approximately 160 hours of effort).
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3.2 What other organizations have been involved as partners?

Organization Name: Lawrence Berkeley National Lab
Section 3.3

Have other collaborators or contacts been involved?

No

Section 4

IMPACT:

4.1 What is the impact on the development of the principal discipline(s) of the project?

Geological models of gas transport and hydrate melting and solidification have suggested that free gas cannot migrate through the hydrate stability zone during melting. In contrast, we suggest that free gas can migrate through the hydrate stability zone by altering the conditions of hydrate stability to a state of three-phase equilibrium through the elevation of salinity and possibly temperature. This results in fundamentally different macro-scale behavior during melting and may result in greater gas venting than has been previously demonstrated. If this hypothesis is correct, it may engender a new generation of field and laboratory investigations to document this behavior in both the field of geosciences and petroleum engineering. Second, the project links theoretical development with laboratory modeling because the concepts can be applied at the laboratory scale as well as the field scale. The laboratory experiments to be conducted will enable validation of the mechanisms incorporated in the models. These laboratory experiments will play a key role in demonstrating the processes.

4.2 What is the impact on other disciplines?

A likely outcome of our work is a more quantitative prediction of the magnitude of methane flux from the earth to the atmosphere over human (decadal) timescales and geological timescales (10,000 years). These will serve as boundary conditions for atmospheric climate models. In turn, these results may guide policy decisions.

4.3 What is the impact on the development of human resources?

We are working at the interface of geosciences and engineering. We are coupling theory and laboratory experiments to address macro-scale geologic problems. This is training a new generation of geoscientists and engineers to think with a systems-based approach that links observation with theory.

The results are being applied in the classroom and the support is training several graduate students.

4.4 What is the impact on physical, institutional, and information resources that form infrastructure?

The project is strengthening the experimental efforts and capability at UT as it is our job to develop sensor equipment. The project is strengthening development at LBNL where primary experimental work is occurring.
4.5 **What is the impact on technology transfer?**

We are presenting our research to approximately 100 industry members at our GeoFluids consortium (Feb 2015) and we will be presenting at a range of national and international meetings.

4.6 **What is the impact on society beyond science and technology?**

A likely outcome of our work is a more quantitative prediction of the magnitude of methane flux from the earth to the atmosphere over human (decadal) timescales and geological timescales (10,000 years). These will serve as boundary conditions for atmospheric climate models. In turn, these results may guide policy decisions.

4.7 **What dollar amount of the award’s budget is being spent in foreign country(ies)?**

Zero percent of the award’s budget is being spent in foreign countries.

5 **CHANGES/PROBLEMS:**

5.1 **Changes in approach and reasons for change**

There are no changes in approach to report for this reporting period.

5.2 **Actual or anticipated problems or delays and actions or plans to resolve them**

Our biggest challenge is in the experimental realm. It has been more challenging than envisioned to simulate the solidification of hydrate with an advancing gas front. LBNL is also nearly spent out of resources. For this reason we have also built an experimental cell for application at U.T.

5.3 **Changes that have a significant impact on expenditures**

Dr. Steve Bryant moved to a new academic position effective Sept 1, 2014. As a result he was removed as Co-PI on this project. With approval from sponsor we reallocated unexpended salary plus indirect cost recovery to purchase permanent equipment.

5.4 **Significant changes in use or care of human subjects, vertebrate animals, and/or Biohazards**

Nothing to report.

5.5 **Change of primary performance site location from that originally proposed**

Nothing to report.
### BUDGETARY INFORMATION:

<table>
<thead>
<tr>
<th>Period</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Share</td>
<td>136,111.50</td>
<td>136,111.50</td>
<td>175,000.50</td>
<td>661,113.00</td>
<td>1,683,336.50</td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>43,568.75</td>
<td>43,568.75</td>
<td>43,568.75</td>
<td>43,568.75</td>
<td>170,369.50</td>
</tr>
<tr>
<td>Total Planned</td>
<td>179,680.25</td>
<td>179,680.25</td>
<td>218,569.25</td>
<td>398,249.50</td>
<td>988,059.00</td>
</tr>
<tr>
<td>Federal Share</td>
<td>45,506.00</td>
<td>45,506.00</td>
<td>67,607.00</td>
<td>113,113.00</td>
<td>231,322.00</td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>-</td>
<td>-</td>
<td>81,202.43</td>
<td>81,202.43</td>
<td>162,404.86</td>
</tr>
<tr>
<td>Total Incurred</td>
<td>45,506.00</td>
<td>45,506.00</td>
<td>148,809.43</td>
<td>194,315.43</td>
<td>343,626.86</td>
</tr>
<tr>
<td>Variance Federal Share</td>
<td>(90,605.50)</td>
<td>(90,605.50)</td>
<td>(107,393.50)</td>
<td>(197,999.00)</td>
<td>(395,998.00)</td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>(43,568.75)</td>
<td>(43,568.75)</td>
<td>37,633.68</td>
<td>(5,935.07)</td>
<td>(79,603.52)</td>
</tr>
<tr>
<td>Total Variances</td>
<td>(134,174.25)</td>
<td>(134,174.25)</td>
<td>(145,027.18)</td>
<td>(203,934.07)</td>
<td>(478,037.57)</td>
</tr>
</tbody>
</table>

Baseline Reporting (10/1/12 - 9/30/14)

<table>
<thead>
<tr>
<th>Budget Period 1</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Share</td>
<td>127,422.00</td>
<td>915,587.00</td>
<td>34,048.50</td>
<td>1,170,957.00</td>
<td></td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>34,048.50</td>
<td>208,323.50</td>
<td>-</td>
<td>242,372.00</td>
<td></td>
</tr>
<tr>
<td>Total Planned</td>
<td>161,470.50</td>
<td>1,123,910.50</td>
<td>34,048.50</td>
<td>1,447,329.00</td>
<td></td>
</tr>
<tr>
<td>Federal Share</td>
<td>(50,977.00)</td>
<td>(137,482.00)</td>
<td>-</td>
<td>(448,469.00)</td>
<td></td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>(34,048.50)</td>
<td>(34,048.50)</td>
<td>-</td>
<td>(68,097.00)</td>
<td></td>
</tr>
<tr>
<td>Total Variances</td>
<td>(85,025.50)</td>
<td>(171,530.50)</td>
<td>-</td>
<td>(516,566.00)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Budget Period 2</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Share</td>
<td>729,274.00</td>
<td>749,724.00</td>
<td>749,724.00</td>
<td>749,724.00</td>
<td>2,977,556.00</td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>456,286.00</td>
<td>456,286.00</td>
<td>456,286.00</td>
<td>456,286.00</td>
<td>1,825,144.00</td>
</tr>
<tr>
<td>Total Planned</td>
<td>1,185,560.00</td>
<td>1,206,010.00</td>
<td>1,206,010.00</td>
<td>1,206,010.00</td>
<td>4,903,696.00</td>
</tr>
<tr>
<td>Federal Share</td>
<td>(392,770.00)</td>
<td>(392,770.00)</td>
<td>(392,770.00)</td>
<td>(392,770.00)</td>
<td>(1,571,090.00)</td>
</tr>
<tr>
<td>Non-Federal Share</td>
<td>(654,201.17)</td>
<td>(654,201.17)</td>
<td>(654,201.17)</td>
<td>(654,201.17)</td>
<td>(2,608,805.71)</td>
</tr>
<tr>
<td>Total Variances</td>
<td>(686,971.17)</td>
<td>(686,971.17)</td>
<td>(686,971.17)</td>
<td>(686,971.17)</td>
<td>(3,275,895.78)</td>
</tr>
</tbody>
</table>
7 Nomenclatures

\( G \)  
Free gas phase

\( H \)  
Hydrate phase

\( L \)  
Liquid phase

\( u \)  
Pore pressure (MPa)

\( \rho_{sw} \)  
Seawater Density (g/cm\(^3\))

\( \rho_{pw} \)  
Pore water density (g/cm\(^3\))

\( \rho_f \)  
Fluid density (g/cm\(^3\))

\( \rho_b \)  
Bulk density (g/cm\(^3\))

\( \rho_m \)  
Grain density (g/cm\(^3\))

\( Z_{wd} \)  
Water depth (m)

\( \Delta Z \)  
Depth within the GHSZ (m)

\( Z \)  
GHSZ thickness (m)

\( g \)  
Gravitational acceleration (m/s\(^2\))

\( T_f \)  
Formation temperature (°C)

\( T_b \)  
Seafloor temperature (°C)

\( G_g \)  
Geothermal gradient (°C/km)

\( S_h \)  
Hydrate saturation (dimensionless)

\( S_w \)  
Water saturation (dimensionless)

\( C_{in-situ} \)  
In-situ salinity (dimensionless)

\( C_0 \)  
Core-derived salinity (dimensionless)

\( C \)  
Salinity (dimensionless)

\( N \)  
Saturation exponent (dimensionless)

\( a \)  
Tortuosity coefficient (dimensionless)

\( m \)  
Cementation exponent (dimensionless)

\( n \)  
Porosity (dimensionless)

\( \rho_w \)  
Fluid resistivity (Ωm)

\( \rho_f \)  
Formation resistivity (Ωm)

\( F \)  
Formation factor (dimensionless)

Analytical model

\( M_m \)  
molar weight of methane (kg mol\(^{-1}\))

\( M_w \)  
molar weight of water (kg mol\(^{-1}\))

\( M_h \)  
molar weight of hydrate (kg mol\(^{-1}\))

\( m_{g,f}^m \)  
methane mass in the final gas phase (kg)

\( m_{h,f}^m \)  
methane mass in the final hydrate phase (kg)

\( m_{w,f}^m \)  
methane mass in the final water phase (kg)

\( m_{g,i}^m \)  
methane mass in the initial gas phase (kg)

\( m_{w,i}^m \)  
methane mass in the initial water phase (kg)

\( N \)  
stoichiometric hydration number (dimensionless)

\( P_f \)  
final pressure (Pa)

\( P_i \)  
initial pressure (Pa)

\( T_f \)  
final temperature (K)

\( T_i \)  
initial temperature (K)

\( S_{g,i} \)  
initial gas saturation (dimensionless)
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{g,f}$</td>
<td>final gas saturation (dimensionless)</td>
</tr>
<tr>
<td>$S_{h,f}$</td>
<td>maximum hydrate saturation (dimensionless)</td>
</tr>
<tr>
<td>$S_{w,i}$</td>
<td>initial water saturation (dimensionless)</td>
</tr>
<tr>
<td>$S_{w,f}$</td>
<td>final water saturation (dimensionless)</td>
</tr>
<tr>
<td>$V_{\text{tot}}$</td>
<td>total volume of the sediment (m$^3$)</td>
</tr>
<tr>
<td>$X_{w,f}^m$</td>
<td>final solubility of methane in water (wt.%)</td>
</tr>
<tr>
<td>$X_{w,i}^m$</td>
<td>initial solubility of methane in water (wt.%)</td>
</tr>
<tr>
<td>$X_{w,i}^s$</td>
<td>initial mass fraction of salt in brine (wt.%)</td>
</tr>
<tr>
<td>$X_{w,f}^s$</td>
<td>final mass fraction of salt in brine (wt.%)</td>
</tr>
<tr>
<td>$\rho_{w,f}$</td>
<td>initial brine density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$\rho_{w,i}$</td>
<td>final brine density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$\rho_{g,i}$</td>
<td>initial gas density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$\rho_{g,f}$</td>
<td>final gas density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$\rho_h$</td>
<td>methane hydrate density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>porosity of the sediment (dimensionless)</td>
</tr>
<tr>
<td>$\Delta m$</td>
<td>mass of methane gas consumed during hydrate formation (kg)</td>
</tr>
</tbody>
</table>

Numerical model:

- $\beta$ phase
- $e$ energy component
- $g$ gas phase
- $h$ hydrate phase
- $\kappa$ component
- $l$ liquid phase
- $m$ methane component
- $s$ salt component
- $v$ vapor phase
- $w$ water component
- $C_R$ heat capacity of the solid grain (J kg$^{-1}$ °C$^{-1}$)
- $D_{lw}^*$ molecular diffusion coefficient of component k in free water (m$^2$ s$^{-1}$)
- $\phi$ porosity of the sediment (dimensionless)
- $\phi_0$ porosity in the absence of hydrate (dimensionless)
- $g$ acceleration due to gravity (m s$^{-2}$)
- $h_{\beta}$ specific enthalpy of phase $\beta$ (J kg$^{-1}$)
- $k$ intrinsic permeability (m$^2$)
- $k_0$ permeability in the absence of hydrate (m$^2$)
- $k_{\beta}$ relative permeability of phase $\beta$ (dimensionless)
- $\lambda$ overall thermal conductivity of porous media (W m$^{-1}$ °C$^{-1}$)
- $\lambda_{\beta}$ thermal conductivity of phase $\beta$ (W m$^{-1}$ °C$^{-1}$)
- $\lambda_R$ thermal conductivity of grain (W m$^{-1}$ °C$^{-1}$)
- $\mu_{\beta}$ viscosity of phase $\beta$ (Pa s)
- $P_c$ capillary pressure (Pa)
- $P_{c0}$ capillary pressure in the absence of hydrate (Pa)
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\[ P_\beta \]  \hspace{2cm} \beta \text{ phase pressure (Pa)}
\[ q^e \]  \hspace{2cm} \text{generation rate of energy (J m}^{-3} \text{s}^{-1})
\[ q^\kappa \]  \hspace{2cm} \text{generation rate of component } \kappa \text{ (kg m}^{-3} \text{s}^{-1})
\[ \rho_\beta \]  \hspace{2cm} \text{density of phase } \beta \text{ (kg m}^{-3})
\[ S_\beta \]  \hspace{2cm} \text{saturation of phase } \beta \text{ (dimensionless)}
\[ T \]  \hspace{2cm} \text{temperature (}^\circ \text{C)}
\[ t \]  \hspace{2cm} \text{time (s)}
\[ u_\beta \]  \hspace{2cm} \text{specific internal energy of phase } \beta \text{ (J kg}^{-1})
\[ X^\kappa_\beta \]  \hspace{2cm} \text{mass fraction of component } \kappa \text{ in phase } \beta \text{ (dimensionless)}
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