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1\) CASE STUDY

O

® Performed on the |IEEE RTS-96

® System consists of 24 buses, 38 lines,

and 32 generators

* Divided into regions as in [10]
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Load Generation (MW) Load Loss Load Generation (MW) Load Loss
(MW) (MW)

107 107

Area | 684 Area | 684

Area ll & Il | 2,059 0 2,059 Area ll & Il | 2,059 2,059 0

Total 2,810 684 2,168 Total 2,810 2,743 107



Load Generation (MW) Load Loss Load Generation (MW) Load Loss
(MW) (MW)

Area 1,286 0 1,286 Area 1,286 591 695

Area | & lI 1,564 1,564 0] Area | & I 1,564 1,564 0

Total Total 2,810 2,155 695




Load (MW) | Generation (MW) Load Loss Load (MW) | Generation (MW) Load Loss
(MW) (MW)

Area | &Il | 2,077 1,275 802 Area | &Il | 2,077 1,275 802

Area lll 773 773 Areal lll 773 773

Total Total
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® Analyzed possibl ntralized systems compared

to centralized ones
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