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Project Objective

The overall objective of this project is to develop, test, and validate a general 

drag model for multiphase flows in assemblies of non-spherical particles by a 

physics-informed deep machine learning (PIDML) approach using artificial 

neural network (ANN). 



Project Status

Project Timeline 



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

• The particle laden flow is found in many 
industrial and natural processes 

• The accuracy of simulation of multiphase flow 
system mainly governs by the fidelity of the 
particle drag model employed

Introduction
Cube Spheroid

5

Example application: fluidized-beds

✓ Generate energy from a variety of 
solid fuels

✓ Reduce toxic emissions
✓ Promote environmental 

sustainability



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Existing work considers at most two features (i.e., Reynolds & sphericity)

Drag coefficient depends on multiple features such as aspect ratio, lengthwise 
sphericity, crosswise sphericity, density ratio, etc

Traditional correlation-based methods have drawbacks:

• Limited number of features

• Limited feature range

• Limited to specific experimental conditions

Neural network can efficiently consider the effects of all these features and 
predict drag coefficient with high accuracy

Motivation
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Regular shaped particles:

• Geometric parameters such as 
volume and surface area can be 
mathematically determined

Irregular shaped particles:

• An arbitrary random particle 
whose geometric parameters 
cannot be precisely calculated

Regular vs. Irregular Shapes
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Regular-shaped 
Particles

Irregular-shaped Particles1

1Dioguardi, F., D. Mele, and P. Dellino. "A new one‐equation model of fluid drag for irregularly shaped 
particles valid over a wide range of Reynolds number." Journal of Geophysical Research: Solid Earth 123, no. 1 
(2018): 144-156.



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

• Digitalized several more papers/reports 

• (> 4K data points)

• Created a combined spreadsheet with 
data of drag coefficients at identified 
features

• Performed preliminary data analysis of 
feature importance and feature 
correlation

• Conducted a systematic experimental 
analysis on various data configurations

Data Collected So Far
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* Particle shape and settling velocity are retrieved from David, 2017. Other parameters including Re and Cd are 
calculated ourselves to be consistant with other data

Blue: Regular Particles
Red: Irregular Particles



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Feature Generation

𝐶𝐷 = 𝑓 𝑅𝑒, 𝑅𝜌, Φ, 𝐴𝑅, 𝜑∥, 𝜑⊥

Flow property
Re: Reynolds number

Rρ: Density ratio between fluid and particle

Particle geometry

ϕ : Sphericity

AR : Aspect ratio

Settling direction
ϕ ∥: Lengthwise

ϕ ⊥ : Crosswise

𝑅𝜌 =
𝜌𝑓𝑙𝑢𝑖𝑑

𝜌𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑅𝑒 =
𝜌𝑓𝑙𝑢𝑖𝑑 𝑢𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑑𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝜇𝑓𝑙𝑢𝑖𝑑

φ =
𝐴𝑣𝑜𝑙𝑢𝑚𝑒 𝑒𝑞𝑢𝑎𝑣𝑙𝑒𝑛𝑡 𝑠𝑝ℎ𝑒𝑟𝑒

𝐴𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝜑⊥ =
𝐴′𝑣𝑜𝑙𝑢𝑚𝑒 𝑒𝑞𝑢𝑎𝑣𝑙𝑒𝑛𝑡 𝑠𝑝ℎ𝑒𝑟𝑒

𝐴′𝐶𝑟𝑜𝑠𝑠𝑤𝑖𝑠𝑒

𝜑∥ =
𝐴′𝑣𝑜𝑙𝑢𝑚𝑒 𝑒𝑞𝑢𝑎𝑣𝑙𝑒𝑛𝑡 𝑠𝑝ℎ𝑒𝑟𝑒

𝐴𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
2 − 𝐴′𝑙𝑒𝑛𝑡ℎ𝑤𝑖𝑠𝑒

𝐴𝑅 =
𝑙𝑚𝑎𝑥

𝑙𝑚𝑖𝑛

A: Surface area

A’: Cross-sectional area

Drag Coefficient
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Learning from limited data sets

• Leads to overfitting

Extreme values 

• Results in longer training times

• Less accurate models

• Can spoil and mislead the model 
training process

Data Challenges

10

https://app.diagrams.net/?page-id=E3cBkAeO5pOE-28S1R4I&scale=auto#G1FZWYvNMyzpOorsD1GkZkcaMt5b8w8Ac4


F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Data Challenges (cont.)
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* Particle shape and settling velocity are retrieved from David, 2017. Other parameters including Re and Cd are 
calculated ourselves to be consistant with other data



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

𝐶𝐷 vs. 𝑅𝑒
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Preliminary study and results demonstrate DL/ML models can achieve better 
performance.

The more data we can feed the model to learn, the better result we obtain.

DNN vs. Machine Learning
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Proposed General Drag Model

Proposed Deep Neural Network (DNN) 
Architecture 

Stack Generalization (SG)

Mixture of Experts (MoE)
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

o Apply log transform to 𝑅𝑒 and 𝐶𝐷

o Apply a standard scaling to input features

o Huber Loss: using MAE for bigger loss values and reduces the weight given to 
outliers

Stratified Group KFold: 

- Each experiment is a group

- Constraints:
- Maintain proportion of target values

- Non-overlapping experimental sources

- Test capability to generalize

Analytic Setup
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Results
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Full Feature Set 𝑆: < 𝑅𝑒, 𝜙, 𝜙⊥, 𝜙∥, 𝐴𝑅, 𝑅𝜌 >

-

+



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Results (cont.)
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RF (Random Forest) and GB (Gradient Boosting)



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y 18



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Results: Ablation Study
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Results: Feature Importance
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

CTGAN: Synthetic Data Generation
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Preliminary results show:

• Model trained on the real data 
along with synthetic data 
generated by GAN achieves 
better performance

• Mean R-squared is 0.9215

• On average, when including 
Synthetic data, our model can 
explain about 92.15 % of the 
variations in the test data

CTGAN (cont.)



F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

Within the investigated parameter ranges, it is found:

● An improved drag coefficient model was developed by considering more 
features such as, aspect ratio, lengthwise sphericity, crosswise sphericity, and 
density ratio

● DNN model can predict better results compared to traditional methods using 
various regression metrics

● The proposed model addresses data challenges such as limited data and 
extreme data points through expanded feature-set, model regularization, and 
synthetic GAN data generation

Conclusion
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

• Continued effort to improve the DNN-based drag model in an ensemble 
approach.

• Implemenation of the best drag model the CFD code, MFIX. 

• Verification and validation of the multiphase flow modeling results for 
selected cases. 

Plan for the Next Few Months
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F L O R I D A  I N T E R N A T I O N A L  U N I V E R S I T Y

This material is based upon work supported by the Office of Fossil 
Energy, U.S. Department of Energy under Grant DE-FE0031904.

Disclaimer: This report was prepared as an account of work sponsored by an agency of 
the United States Government. Neither the United States Government nor any agency 
thereof, nor any of their employees, makes any warranty, express or implied, or assumes 
any legal liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would 
not infringe privately owned rights. Reference herein to any specific commercial 
product, process, or service by trade name, trademark, manufacturer, or otherwise does 
not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof. The views and opinions of authors 
expressed herein do not necessarily state or reflect those of the United States 
Government or any agency thereof.
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