Application of Artificial Intelligence Techniques
Enabling Coal Fired Power Plants the Ability to

Achieve Higher Efficiency, Improved Availability, and
Increased Reliability of Their Operation
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Project Milestones

M1 Project Kick-off Meeting 11/15/2018
M2 Historical Data Transfer from Plant Historian 6/26/2019
M3 Initial Model Development 9/30/2019
M4 Model Refinement based on SME Input 4/5/2021

M5 Annual Briefing 4/9/2019

M6 Completion of User Interface customization 4/30/2021
M7 Integration of User Interface and Completed Model into online system 4/30/2021
M8 Final Project briefing 9/30/2021

2 SparkCognition, Inc. 2021



Project Overview

The primary objective of this engagement is to model and identify anomalous behavior in
different modes of operations of coal-fired power plant assets.

The scope of effort involves leveraging existing sensor data feeds from the assets, and delivering a solution
with the following objectives:

» Health assessment of scoped assets.

« Symptoms-based early warning of impending failures.
» Root-cause analysis providing a detailed view of anomalous behavior across features.
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Al Strategy

* We find signatures of normal plant operational
behavior using hundreds of sensor inputs.

* Using Machine Learning, we identify important data
relationships that can flag critical operational
changes.

* When unexpected changes occur, we generate an
Alert, which includes key evidence in the form of
sensor inputs that contributed to that Alert.
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Data science process overview

SparkCognition employs a standard data science process that enables flexibility and quality in
the model development and deployment phases.

Refine model inputs and
parameters if needed

Business Data Review Model
Problem & » and » » Evaluation » Deployment
Development

Context Preparation

Understand what Examine the data to Train model(s) Evaluate model Prepare to

the problem is, how build a baseline based on inputs performance based operationalize the
it is currently understanding in identified in on common model by connecting

handled and other what the data attempt to solve statistical metrics to live data streams,

relevant process represents, its quality, business problem given problem set deploying in software,

details how it can be used. integrating into
Scale and transform workflow, etc.

data as needed.
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Data Review

The following describes the data provided for this project.

The assets in-scope include:
* Steam Turbine (ST)
» Steam Turbine Generator (ST GEN)

Data received include:

* Nearly 3.5 years of historical sensor data for 704 tags across ST and ST GEN assets

* Historicallog of maintenance eventsidentified
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Data Filtering: Model Definition

» Defining the asset high-level operating modes, each of which will be modeled.

Model Definition

# of Tags
Fullspeed « 3-TURB-SPEED-RPM > 3590 267
Lowspeed + 3-TURB-SPEED-RPM <= 3590 267

Definition

# of Tags
ON « 3 GEN_NET_PWR_MW >5 87
OFF « 3_GEN_NET_PWR_MW <= 5 87
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Data Filtering: Train/Test Split
iy :8} .

Additionally, the data for each of the models must be split into mutually exclusive data sets for training
and model evaluation.

Trainingand testing periods are defined using an approach called Sliding Window Back-testing, which involves:

» Simulatinglive conditions by training multiple models on different windows of historical data and testing
those models on “new” historical data.

» Slidingthe window of training(model hyper parameter) with each stride havingfixed amount of trained data.
We use this if our focus is on recent past and not on distant past.

Sliding Window Back-testing is a common method used to define training and testing data sets
in a way that mimics live deployment conditions.
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Sliding Window Back-Testing

The first training set is a defined window of 6 months from January through June 2017, followed by
3 months of testing data from July through September 2017 .

200 - Anomalies per day [ —
fffu,grm .
tiv,
250 m‘]
Model M1
200 4 [teration 1
(M 1) Test Data

1504

Training Data
100

504
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2017 2018 2019

timestamp
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Sliding Window Back-Testing

Another model iteration is built by sliding both the training and testing windows by 1 month.
Training is now from Feb through July 2017, while testing is from Aug to Oct 2017.

200 - Anomalies per day r\_\
ff/u,gtm .
tive
Model M2
200 ~ I[teration 2
(hnsz) Test Data

150 4
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] T T T T T ] T T 1 T T I T T T T T T T T T T T
Jan Apr Jul Oct Jan Apr Jul Oct Jan Apr
2017 2018 2019

timestamp

SparkCognition, Inc. 2021



Sliding Window Back-Testing

A third iteration is built by sliding training and testing windows by another month.

Anomalies per day

250 -
Model M3
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Sliding Window Back-Testing

And another.

Anomalies per day [ —
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Sliding Window Back-Testing

Until the end of the history and then all testing periods are stitched together for validation.

Anomalies per day
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Modeling Training
S B

The models developed involve several different machine learning (ML) approaches.

Primarily, an unsupervised ML approach is used given the complexity of the assets and
the limited availability of similar failures in the historical data.

An ensemble of data science approaches are used to develop the final models, but the key componentsinclude:
* Clustering and anomaly detection

* Normal Behavioranomalydetection

* Alerting mechanism
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Model Training: Clustering

Clustering is an unsupervised approach used to detect groupings of data. This is the underlying ML
approach used in this SparkPredict implementation.

Start with a dataset with N-dimensions
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Model Training: Clustering

The computer takes a first attempt at classifying which groups of data go together. Thisis not a

perfect fit and needs to be optimized.

50
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Model Training: Clustering

It then iterates to try and optimize how data is grouped.

Cluster 2
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Model Training: Clustering

And continues to do so....

Cluster 2
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Model Training: Clustering

Until it has optimally clustered the data. Notice that it does not always include all the data and

that outliers, or anomalies, are identified.

Top

Contributors:

Tag 7
Tag 3
Tag 53
Tag_26
Tag_18
Tag_ 49

O

o L 1D

[ L

Cluster 2

Anomalies

Indicate previously
unobserved behavior and are
created when:

= There are sensor outliers

+ Atimestamp does not fit
within defined clusters with
certain confidence

= L

2
il
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Model Training: Normal Behavior Modeling

An Auto-Encoder is used to reduce the number of nodes
needed to describe normal data behavior, but it will be
very sensitive to subsequent non-normal changes.

Latent representation of normal data

Reconstructed
— Normal Tags

NormalTags —

666000
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Steam Turbine Validation Results: Clustering V4

| Totalrvents(19) |

| Not caught Events (7) |

| Ca;ht Events (12

Valid Events (2] invalid Events (5) |

| Valid Events (2 | Invalid Events ilﬂi | 6/1/2017 10:43

7/14/2017 23:41

Off state (1)
Match [2) Mot Match (0 Tag Unavailable [3) startup [7) 5/5/2018 7:39
5/17/2017 15:58 7/26/2016 1:25 1/26/2017 12:17
12/28/2017 20:39 10/10/2018 13:28 1/26/2017 15:50
12/20/2018 0:00 3/8/2017 9:42

3/8/2017 10:31
3/8/2017 12:45

[ Aert | count | 5/17/2017 9:53 Tag Unavailable (3) Not an Event (1)
Total Alerts 174 5/17/2017 13:33 3/21/2017 12:25 6/4/2017 21:35
True Positives 12 5/24/2018 22:04
False Positives 162 8/24/2018 0:10
Effective Recall 0.5

A LR LR LR R e R R L e LR e R L R R L L L Lt e Ll
Hyper - Model Evaluation for Model_feat_selct

. amsmsssene R A

Conf iguration Medel_feat_selet_thresholding estimator_ alpha. ..

True Positive 12
False Negative 7
False Positive 162
Total_alerts 174

Mame: 13, dtype: object




Steam Turbine Event Example

Event Log Entry:

Plant SchererG€™s model SCH3_UNIT-DRAIN_OPER indicates the following OIS tags for drains that are either
increasing in temperature or are at least 200 deg above expected: {3-DRN-MON-A-ISTE0803}, {3-DRN-MON-A-
ISTE0804}, {3-DRN-MON-A-ISTE0805}, {3-HOT-REH-WYE-DRN-T}, and {3-HOT-REH-RH-DRN-T}. | sent an email
to the plant distribution list. [JET]

Alert Lead Time: Feature: U3 HOT REHEAT LOW POINT DRAIN - VALVE FQVL >=>>Units = DEG F-->Asset = ST ; Rank: 27 ; Feature Contnbution: 1.0 %)

700 1
— q_3_DRN_MON_A_ISTEDBOS
6h12m : — ADRNMONA.

. — P B

2017-05-17 2017-05-19 2017-05-21 2017-05-23 2017-05-25 2017-05.27
Timestamp
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enerator Validation Results: NBM 4

| TotalEventsiis) |

| Mot caught Events (5} |

| Ca;ht Ewvents (10

Valid Events (2) | invalid Events (3} |

| Valid Events (6] | Invalid Events I4i | 8/17/2017 19:46

10/1/2017 21:47

start up (1) Offstate (1) |

Match (6) Mot Match (0] Tag Unavailable (2} Startup (2) 1/26/2017 16:25 3/25/2017 12:09
3/19/2018 16:18 8/13/2016 15:56 5/17/2017 10:35
11/26/2018 15:01 8/10/2018 14:57 5/17/2017 13:53
11/27/2018 13:05
12/5/2018 14:02 Vague Description (1
12/11/2018 3:18 Best Madel 9/25/2018 0:25
12/26/2018 200 T
pring(" )
Total Alerts 50 print{"Hyper - Model Evaluation for Model_feat_selct™)
True Positives 10 PELAT| " easnebarasinnstnrasnnibnssitassnninrnsanannrins et P—
- df = pd.read_civi ' /hose/jvaghela/Projects/DoEModel s/ STGEN/NBM Mode_feat_selct/STGEN_all_cases.csv'}
False Positives 20 Aff{af [*True Positive’] == 10} & [df['Total_alerts®] == df [df[*True Positive’] == 18] [*Total_alerts'].min{)]].ilocle,:]
Effective Recall 0.75

Hyper - Model Evaluation for Model_feat_selet

naes

Configuration Model_feat_selct_thresholding estimator__alphdu..
True Positive 18

False Negative 5
False Positive i
Tatal_alerts 30

Mame: &, duype: object




Generator Event Example

EventLog Entry:

0158 CalledScherer 3 Operatorregarding the Generator Hydrogen Hour Leakage (3z-H2-LKG-HR-AVG)
increasingto ™ 5000 CFD. Operator informed scavenging Hydrogen to increase the purity. (BWG)

Feature: HYD LEAKAGE STD CU FT PER HOUR >>>Units = CFD-->Asset = 5T GEM ; Rank: 1 ; Feature Contrnbution: 27.01

AlertLead Time:
ha e 17500 1 1 —— q 3z HZ_LKG_HR_AVG
2742 -5.: 15000 4 — Mert

L
Ed 125048
1’ 10000 1
=, 7500 4
} 5000 4
& 2500 4

n -

12-25 00 12-25 12 12-26 00 12-26 12 12-27 00 12-27 12
Timiestamp
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Model Output: Alerting

\——“

L w

Below shows an example of how the model outputs appear in the latest version of SparkPredict.

An alertis triggered when the risk scores persistently

S breach the threshold and alerting logic
A threShOfd iS deﬁned and Qoecent State © @ Risk Score - Rigk Theeshold (High) Rk Threahold /
tuned based on distribution of =~ core e w
training risk scores. oo
. &
MW M n Nl 0 |l ) - B : wwm}‘ 5%““ _______________
- "‘-J - -~ e F R ey

The model also generates an
ordered list of contributina
factors
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%—Sparkpredict‘@ User Interface 4

by SparkCognition

Spectrum plot of contributors to Risk Level before event

¢ Back to Site Das

ard
Schematic
- Bast Miodel BT

Model Recent State @ ® Risk Score - Risk Threshold (High) - Risk Threshold (Low) Manually Add an Alert @
Click on a red band to enter the alert
details L
- 1-‘-\;: ) . L] L] . ' g -
. - L - L] - -
" . e * L] - 0""'."--' - * L ..-°° ‘ - . ° . o. ®
From @ 03/05/2018 5 . . * - . . . . . . . . . '
N . - - * e . -
To | 04/05/2018
Apply
Total: 50 features L .
Contribution @  Low NN High

Contributing Factors @ Feature Tag Name Q| sortBy: Contribution to [T TECEREREELTT

q_3_TURE_LUBO_L ,* l l . l l . l . l . l . .

q_3_DRN_MOM_B_ISTED816 .7

q_3_DRN_MOM_B_ISTE0S20 .”
q-3_DRN_MOM_B_ISTED815 ”
q-3_DRN_MOM_B_ISTED818 ,?
q_3_TURB_BRG_10Y_VIE "
g_3_TURB_LUBO_CLG_VLV_POS .7

g_3_STMSL_LP_PACK_S6_CAS_T ,”




%—Sparkpredict‘@ User Interface 4

by SparkCognition

Spectrum plot of contributors to Risk Level during event

< Back to Site Dashb

rd
Schematic
« Best Model ST o

Model Recent State @ ® Rick Score  --- Risk Threshold (High) - Risk Threshold (Low) Manually Add an Alert @

Click on a red band to enter the alert

details
ERILE gy . . . R . - 8 . . - L ™Y =t . - - . ‘ -
from | 03/05/2018 & . Jets L' . e ; ) . . . .. ..
. - : - . e . .
To | 04/05/2018
Apply
Contributing Factors @ Feature Tag Name q ol o0 festures Contribution @  Low I EEEEEEEE Hich
Sort By: Contribution to

g_3_TURB_SPD_Z_RPM "
g_3_TURB_SPD_3_RPM "

g_3_TURB_SPD_1_RPM "

g_3_TURB_SPD_4_RPM "
g_3_TURB_SVZ_IN_SURF_T ,”
g_3_TURB_SVZ_OUT_SURF_T "
q_3_TURB_STDY_BRG_X_VIB .”

q_3_TURB_STDY_BRG_Y_VIB "

n 3 TURR W1 PNS 7




ldentified never-before-seen issue

Background

* Unsupervised techniques to understand operational
conditions and flag anomalies

* Asset is a GE Steam Turbine put into operation 1/1/1997

* Unit Power: 800 MWatt

* Detected anomaly with one month lead time

* Failure was a manufacturing defect unlikely to occur again

* Correctly pointed to problem area of turbine

* Immanent failure missed by conventional monitoring

Results
With the SparkPredict® product, the utility:

* Safeguarded a turbine investment worth USD $2B
* Predicted a unique failure one month in advance
* Averted roughly S500K in repairs

vb‘f.
.
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Questions?
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