


Inverse model: 

non-unique solution

Microstructure
– outcome of 

processing
– µm scale
– grains, phases, 

interfaces

Properties
– outcome of 

microstructure
– macroscale
– mechanical, chemical, 

electronic, optical, …

Forward model: 

unique solution



microstructure
features random forest ML properties

convolutional neural network ML
properties

microstructure

• Interpretable

• Capitalizes on domain knowledge and expertise

• Powerful

• Black box



1. Data collection

Archived data

-or-

Newly collected data

-or-

Synthetic data

2. Image representation

Constituent segmentation and 

feature quantification

-or-

CNN feature vector

3. ML for structure-property 

connections

Random forest:

Feature-based ML

CNN:

Holistic ML
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SEM Images

YS at 24°C

To create a balanced 
database, we take 16 
images from each class to 
form a balanced database 
containing 416 images



Two datasets are created:

1. NETL-416: 1024 x 943 – full images 
2. NETL-3744: 224 x 224 – cropped images

Data augmentation (rotation, scaling, 
shift) can be used to increase the data 
volumes as well.



Yield stresses occupy a small range, and some alloys have 
very similar yield stress



Selection Criterion: At least 10 MPa difference in yield stress



Fc1: fully connected layer 1

b4c3: block 4–conv 3

b5c3: block 5–conv 3

VGG 16 CNN:
Pretrained on the ImageNet
database of natural images



FC1 features are less helpful than the raw image features.

YS



To check, we train a regressor using 
CNN features.

Promising results – there is a signal!
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