A NEW GENERATION CHEMICAL FLOODING SIMULATOR

Final Report for the Period
Sept. 2001 - Aug. 2004

Semi-Annual Report for the Period
Aprill, 2004 — August 30, 2004

by
Gary A. Pope, Kamy Sepehrnoori, and Mojdeh Delshad

January 2005

Work Performed under Contract No. DE-FC-26-00BC15314

Sue Mehlhoff, Project Manager
U.S. Dept of Energy
National Petroleum Technology Office
One West Third Street, Suite 1400
Tulsa, OK 74103-3159

Prepared by
Center for Petroleum and Geosystems Engineering
The University of Texas at Austin
Austin, TX 78712



DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United
States Government. Neither the United States Government nor any agency thereof, nor
any of their employees, makes any warranty, express or implied, or assumes any legal
liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by trade name, trademark, manufacturer, or otherwise does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the
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ABSTRACT

The premise of this research is that a general-purpose reservoir simulator for several
improved oil recovery processes can and should be developed so that high-resolution
simulations of a variety of very large and difficult problems can be achieved using state-
of-the-art algorithms and computers. Such a simulator is not currently available to the
industry. The goal of this proposed research is to develop a new-generation chemical
flooding simulator that is capable of efficiently and accurately simulating oil reservoirs
with at least a million gridblocks in less than one day on massively parallel computers.
Task 1 is the formulation and development of solution scheme, Task 2 is the
implementation of the chemical module, and Task 3 is validation and application. In this
final report, we will detail our progress on Tasks 1 through 3 of the project.
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INTRODUCTION

Increased oil production using improved oil recovery processes requires numerical
modeling of such processes to minimize the risk involved in development decisions. The
oil industry is requiring much more detailed analyses with a greater demand for reservoir
simulation with geological, physical, and chemical models of much more detail than the
past. Reservoir simulation has become an increasingly widespread and important tool for
analyzing and optimizing oil recovery projects.

Numerical simulation of large petroleum reservoirs with complex recovery processes is
computationally challenging due to the problem size and detailed property calculations
involved. This problem is compounded by the finer resolution needed to model such
processes accurately.  Traditionally, such simulations have been performed on
workstations or high-end desktop computers. These computers restrict the problem size
due to their addressable memory limit and simulation studies of the entire project life
become time consuming. Parallel reservoir simulation especially on low cost, high
performance computing clusters has alleviated these issues to a certain extent. Recent
publications describe the development of such approaches and emphasize the necessity
and advantages of using parallel processing (Dogru et al., 2002; Habiballah et al., 2003;
Gai et al., 2003; Zhang et al., 2001, Wang et al., 1997).

Compositional reservoir simulators which are based on equation of state (EOS)
formulations do not handle the modeling of aqueous phase behavior and those which are
designed for chemical flood modeling typically assume simplified hydrocarbon phase
behavior. There is need to have a single reservoir simulator capable of combining both
approaches to benefit from the advantages of both models. The overall objective of this
research is to develop such technology using a computational framework that also allows
parallel processing. The initial stage of development involved the formulation of a fully
implicit, parallel, EOS compositional simulator (Wang et al., 1997) The description of
the framework approach used for modular code development and the application to gas
injection is given in Wang et al., 1999.

Here we report on the implementation of the chemical module to the existing EOS
simulator, its validation and application to large-scale chemical flooding simulations.
The formulation of the compositional model is first described. The assumptions for the
chemical model and its formulation are described next. We use Hand's rule (Hand, 1939)
to describe surfactant/oil/brine Type II(-) phase behavior. The trapping number model
for relative permeability is implemented to capture the changes in residual saturations
caused due to the lowered interfacial tension. The validation of the implementation
against the explicit chemical flooding simulator UTCHEM is shown. Application to
large-scale problems and tests showing the parallel performance of the simulator are
described. =~ With the capability of parallel processing, the general-purpose adaptive
simulator (GPAS) can now be used to simulate chemical flooding on a larger scale than
before.



The need for a reservoir simulation framework that supports and eases physical model
development led to the development of the Integrated Parallel Accurate Reservoir
Simulator (IPARS) at The University of Texas, Austin (Parashar et al., 1997). The
computational framework of IPARS is used to separate the physical reservoir model
development from the code involving parallel processing, solvers and other auxiliary
functions. The IPARS framework supports three-dimensional multiphase,
multicomponent isothermal flow. It has encapsulated functions to perform the input
processing, memory allocation and management, domain decomposition, well
management, output generation and other functions like table lookups, interpolation, etc.

The framework natively supports parallel computation on both distributed and shared
memory computers using message passing. On multiprocessor computers, the reservoir
domain is divided over the y-direction into several subdomains equal to the number of
processors allocated for the run. The computations associated with each of these
subdomains are distributed to individual processors. An additional layer of gridblocks is
added surrounding each subdomain assigned to a processor. The computational
framework provides a routine that updates data in this communication layer to enable
each processor to perform its calculations while communicating necessary data with the
other processors using the message passing interface (MPI).

The primary source of the solvers used in the framework is that provided by the software
package called PETSc (Portable Extensible Toolkit for Scientific Computation) (Balay et
al., 1997). Other solvers based on the Generalized Minimum Residual Method
(GMRES), Line Successive Over-relaxation (LSOR) and Pre-conditioned Conjugate
Gradient (PCG) methods have also been implemented as additional options in the
framework. All of these solvers provide the users great flexibility and control of the
numerical methods used for the solutions.

Finite difference formulations with a block-centered grid are used in the framework. The
nonlinear difference equations are solved by either fully implicit or semi-implicit
techniques. Both mass balance and volume balance is supported. Since the portability of
the simulator is very important, FORTRAN 77 is used wherever possible. For memory
management and user interaction, classical C is used. Commercial libraries are
prohibited except in the graphics front end to the simulator. The simulator is formulated
for a distributed memory, message passing machine. Free-format keyword input is used
for direct data input. The simulator uses a single set of units to solve the partial
differential equations. However, the user may choose any physically correct units for the
input variables and they will then be converted to the default internal unit using
appropriate conversion factor.

The overall structure of IPARS framework consists of 3 layers:

e Executive layer that consists of routines that direct the overall course of the
simulation

e Work routines that are typically FORTRAN subroutines that perform grid element
computations.



e Data-management layer that handles the distribution of grid across processing
nodes, local storage allocation, dynamic reallocation and dynamic load balancing,
and communication rescheduling. The data-management layer is also responsible
for checkpoint/restart, input/output and visualization.

The fully implicit EOS compositional formulation has already been implemented into the
IPARS framework and successfully tested. The Peng-Robinson EOS is used for
hydrocarbon phase behavior calculations. The linear solvers from PETSc package are
used for the solution of underlying linear equations. The framework provides hooks for
implementing specific physical models. Such hooks bridge the models with the
framework. There are several executive routines, and any communications between the
processors and compositional model are performed in these routines. Many tests have
been performed using the EOS compositional simulator on variety of computer platforms
such as IBM SP and a cluster of PCs (Wang et al., 1999; Uetani et al., 2002).

The goal of this project was to add a chemical module to the existing compositional
Peng-Robinson cubic equation of state (EOS). The simulator called GPAS, General
Purpose Adaptive Reservoir Simulator, will then include the IPARS framework, and the
compositional and chemical modules. We detail our progress on Tasks 1 through 3
throughout the three-year project. We have formulated the mass conservation equation
and physical properties for chemical species such as tracers, polymer, surfactant and
electrolytes. We implemented and validated the chemical module. The chemical module
was added both using a hybrid approach and also a fully implicit formulation. We have
verified and validated the formulation and the implementation in GPAS by making
comparison with analytical solutions of the known problem, with other reservoir
simulators such as UTCHEM, UTCOMP, and Eclipse.

We have also conducted a series of benchmarks by running the General Purpose
Adaptive (GPAS) simulator on a Linux cluster and studied the scalability while using
different interconnects. The results were very encouraging and indicated that GPAS
performance scales linearly from one to 64 single processor nodes using a low latency,
high-bandwidth such as Myrinet.

The progress in the last six months of the project was on addition of more flexible corner
point grid geometry and also the implementation of the fully implicit surfactant and its
properties. We performed a series of validation tests to compare the simulation results
accuracy and efficiency of the explicit and fully implicit chemical modules.



EXECUTIVE SUMMARY

The premise of this research is that a general-purpose reservoir simulator for several
improved oil recovery processes can and should be developed so that high-resolution
simulations of a variety of very large and difficult problems can be achieved using state-
of-the-art algorithms and computers. Such a simulator is not currently available to the
industry. The goal of this proposed research is to develop a new-generation chemical
flooding simulator that is capable of efficiently and accurately simulating oil reservoirs
with at least a million gridblocks in less than one day on massively parallel computers.
Task 1 is the formulation and development of solution scheme, Task 2 is the
implementation of the chemical module, and Task 3 is validation and application. We
made significant progress on all three tasks and we were on schedule on both technical
and budget. In this report, we will detail our progress on Tasks 1 through 3 of the
project.

We report on the implementation of the chemical module to the existing EOS simulator,
its validation and application to large-scale chemical flooding simulations. The
formulation of the compositional model is first described. The assumptions for the
chemical model and its formulation are described next. The aqueous species added as
part of the chemical model are surfactant, polymer, electrolytes, and tracers. We use
Hand's rule (Hand, 1939) to describe surfactant/oil/brine Type II(-) phase behavior. The
trapping number model for relative permeability is implemented to capture the changes in
residual saturations caused due to the lowered interfacial tension. The validation of the
implementation against the explicit chemical flooding simulator UTCHEM is shown.
Application to large-scale problems and tests showing the parallel performance of the
simulator are described. We have implemented the chemical module using both explicit
and fully implicit formulations. The explicit approach we used to couple the models is
easy to implement, computationally efficient and extendable to many other interesting
reservoir problems involving aqueous chemistry. With the fully implicit formulation we
can take advantage of large time steps.

We have also added a corner point grid geometry option for modeling more complex
reservoir geometries.

With the capability of parallel processing, the general-purpose adaptive simulator
(GPAS) can now be used to simulate chemical flooding on a larger scale than before.

We have also conducted a series of benchmarks by running GPAS on Xeon-bases Linux
cluster and studied the scalability while using different interconnects for the cluster. The
simulations were performed for a gas injection process in a reservoir with 197,120
gridblocks and total of 88 wells in a staggered line drive pattern. The speed up results
indicated a very good performance. The GPAS showed the best performance as well as
scalability (speedup) on a cluster with Myrint.



EXPERIMENTAL

This project does not include an experimental task.



RESULTS AND DISCUSSIONS

Task 1: Formulation and Development of Solution Scheme

The effort on this task was directed towards the formulation of tracer, polymer,
electrolytes, and surfactant species in GPAS. We implemented the aqueous species using
both explicit and fully implicit methods. The explicit formulation was based on a hybrid
approach where the mass conservation equations for hydrocarbon species are solved
implicitly where the aqueous species mass balances are solved explicitly using an
updated phase fluxes, saturations, and densities. To take advantage of the larger time
steps with the fully implicit formulation to reduce the simulation time, we have
developed a fully implicit module of chemical flood with the relevant physical properties.
The advantage of the hybrid method is in the fast and easy implementation of the
physical models.

For completeness, we first give a review of the mathematical formulation of the
compositional model.

Mass Conservation Equation
The assumptions made in developing the formulation are:

Reservoir is isothermal.

Darcy's law describes the multiphase flow of fluids through the porous media.
Impermeable zones represented by the no-flow boundaries surround the reservoir.
The injection and production of fluids are treated as source or sink terms.

The rock is slightly compressible and immobile.

Each hydrocarbon phase is composed of n. hydrocarbon components, which may
include the non-hydrocarbon components such as CO,, N, or H;S.

Instantaneous local thermodynamic equilibrium between hydrocarbon phases.

e Negligible capillary pressure effects on hydrocarbon phase equilibrium.

e Water is slightly compressible and water viscosity is constant.

The general mass conservation equation for species i in a volume ¥ can be expressed as

{Rate of accumulation of i in V}
= {Rate of 1 transported into V} (L)
- {Rate of 1 transported from V} .

+ {Rate of production of i in V} d=1,..., N

The differential form for the species conservation equation can be expressed as:



+V.Ni_Ri:0 (12)

where W; is the overall concentration of 1 in units of mass of 1 per unit bulk volume, ﬁl

is the flux vector of species i in units of mass of i per surface area-time and R; is the mass
rate of production in units of mass of 1 per bulk volume-time.

The mass balance equation can be expressed in terms of moles per unit time by defining
each term of Eq. 1.2 in terms of the porous media and fluid properties such as porosity,
permeability, density, saturations, compositions, rates etc. The accumulation term for a
porous medium becomes

Tp
Wi =0 &;Sixji (1.3)
i=1

where ¢ is the porosity, &;is the molar density of phase j, Sj is the saturation of phase j

and x;j is the mole fraction of component i in phase j.

The flux vector of component i is a sum of the convective and the dispersive flux, and
can be expressed as

n

—_— p —_ jm— —

N = E anijU.j _d)i_]s_]Kl_] .inj (14)
=l

where ﬁ;represents the superficial velocity or flux of phase j. The flux is evaluated using

the Darcy's law for multiphase flow of fluids through porous media.

Darcy's law is a fundamental relationship describing the flow of fluids in permeable
media under laminar flow conditions. The differential form of Darcy's law can be used to
treat multiphase unsteady state flow, non-uniform permeability, non-uniform pressure
gradients. It is used to govern the transport of phases from one cell to another under the
local pressure gradient, rock permeability, relative permeability and viscosity.
Converting each of the terms in the mass balance equation to units of moles per unit time
and expressing the flux using Darcy's law, the mass balance for each component i is the
following partial differential equation:

n n
j=1 j=1 b



Multiplying both sides of Eq. 1.6 by V,, gives

n n
bl p . p . _. _—
Vba d)Zl&JSJXlJ —VpVe Zlaj}\]xlj(vpl _YJVD)_'_(I)E.’_]S_]KU .vxij —-q; =0 (1.7)
i= i=

fori=1,...,n

The above equation is written is terms of moles per unit time, in which q; is the molar
injection (positive) or production (negative) rate for component i. The mobility for phase
] 1s defined as

W (1.8)

The physical dispersion term has not yet been implemented in GPAS.

Phase Behavior and Equilibrium Calculations

The phase equilibrium relationship determines the number, amounts and compositions of
all the equilibrium phases.

The sequence of phase equilibrium calculations is as follows:

1. The number of phases in a gridblock is determined using the phase stability
analysis.

2. After the number of phases is determined, the composition of each equilibrium
phase is determined.

3. The phases in the gridblock are tracked for the next time step calculations.

Phase Stability Analysis

The stability algorithm has not been implemented in Equation of State Compositional
Model (EOSCOMP). One way of doing the phase stability analysis was given by
Michelsen (1982). The Michelsen's approach could be used for the implementing the
phase stability analysis in EOSCOMP as explained below.

A stability analysis on a mixture of overall hydrocarbon composition Z is a search for a
trial phase, taken from the original mixture that, when combined with the remainder of
the mixture, gives a value of Gibbs free energy that is lower than a single-phase mixture
of overall hydrocarbon composition, Z (Michelsen, 1982; Trangenstein, 1987; Chang,
1990). If such a search is successful, an additional phase must be added to the phase
equilibrium calculation. This condition is expressed mathematically as



AG = nzcyi () -1 (@] (1.9)
i=1

where p; is the chemical potential of component i and y; is the mole fraction of

component i in the trial phase. Thus, if for any set of mole fractions the value of AG at
constant temperature and pressure is greater than zero, then the phase will be stable. If a
composition can be found such that AG < 0, the phase will be unstable.

The phase stability analysis is to solve the following set of nonlinear equations for the
variables Y;

InY; +In¢;(Y)—h; =0 for i=1,...,n, (1.10)

where the mole fraction Y and h; is related to these variables by

Y:

L 1
Yi = (1.11)
2 Ys
i=1
h; =InZ; +Ind;(Z) fori=1,...,n, (1.12)

Flash Calculation

Once a mixture has been shown to split into more than one phase by the stability
calculation, the flash involves calculation of the mole fraction and composition of each
phase at the given temperature, pressure and overall composition of the fluid. The
governing equations for the flash require equality of component fugacities and mass
balance.

The equilibrium solution must satisfy three conditions:

e Mass conservation of each component in the mixture
e Chemical potentials for each component are equal in all phases
e Gibbs free energy at constant temperature and pressure is a minimum

Fugacity is calculated using the Peng Robinson equation-of-state. The phase composition
constraint, which states that the sum of the mole fraction of all the components in a phase
equals to one, and the Rachford-Rice equation for determining the phase amounts for two
hydrocarbon phases are implicitly used in the solution of the fugacity equation. The
Rachford-Rice equation is used to determine the phase compositions and amounts. This
equation requires the values of the equilibrium ratios K;, which are defined as the ratio of
the mole fractions of component i in oil and gas phases, respectively. The K; values are
determined by the equality of component fugacities in each phase. The fugacity equality,



the Rachford-Rice equation and the Peng Robinson equation of state are described below
in detail.

Equality of the Component Fugacity

One of the criteria for phase equilibrium is the equality of the partial molar Gibbs free
energies or the chemical potentials. Alternatively, this criterion can be expressed in
terms of fugacity (Sandler, 1999): with the assumption of local thermodynamic
equilibrium for the hydrocarbon phases, the criterion of phase equilibrium applies (Smith
and Van Ness, 1975), namely

fij =fjy fori=1...,n; and j=2,...,n,(j# () (1.13)

where phase / has been chosen as a reference phase. The fugacity of a component in a

phase is taken as a function of pressure and phase composition, at a given temperature,

f; = £ (P.x;) fori=1....n, and j=2.....n,(j# 0) (1.14)

Composition Constraint
The phase composition constraint is

n¢

D.x;—1=0 (1.15)
i=1

where the mole fractions are defined as

X::

i (1.16)

nj; . .
=—fori=1,...,n; and j=2,...,n
n;j

p

Rachford-Rice Equation

In a classical flash calculation, the amount and composition of each equilibrium phase is
evaluated using a material-balance equation after each update of the K-value from the
equation-of-state:

& Ki-DZ
r(v)_ZHV(Ki_D_o (1.17)

1=1
where v is the mole fraction of gas in absence of water, K; is the equilibrium ratio, Z; is

the overall mole fraction of component i in the feed and r(v) is the residual of the
Rachford-Rice equation.
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The component mole fractions in the liquid and gas phases are then computed from the
equations:

7
Xj=—F—— (1.18)
1+ v(K; -1)
Z.K;
yi = S e S (1.19)
1+v(K; —-1)
The range for v is defined by
v = 1 I(l <0
fnax (1.20)
1
vp=—"—>0
1= Kmin

Equation 1.17 is a monotonically decreasing function of v with asymptotes at v, and v;.
Usually, a Newton iteration can efficiently solve Egs. 1.18 and 1.19 forv. However,
round-off errors occur when solving Eq. 1.17.

Leibovici and Neoschil Equation

EOSCOMP solves the Rachford-Rice Equation. As was described above, round-off errors
occur when solving the Rachford-Rice equation. To avoid the round off errors that occur
when solving Eq. 1.17, the original Rachford-Rice equation can be changed into a form
that is more nearly linear with respect to v as done by Leibovici and Neoschil (1992) and
this approach could be implemented in EOSCOMP. The Leibovici and Neoschil
equation is given by

& (K —DZ.
(V)=(v-v))(v,—v)y —1—L = 1.21
()= (v =) =¥ P (1.21)
i=1 1
The range for v is defined by
Z.K; -1
Vinin = max| ——— | forK; >1and Z; <0 (1.22)
K; -1
. [ Z; -1
Vimax = Min forK; <land Z; >0 (1.23)
-

Also, the Newton procedure is used to solve Eq. 1.21 for v.

11



Equation of State
The Peng Robinson equation of state (Peng and Robinson, 1976) is

p= RT _ a(T) (1.24)
V-b V(V+b)+b(V-b)
The parameters a and b for a pure component are computed from
22
a(T) =0.45724 € a(T) (1.25)
C
T
Jo =1+1{1— /—] (1.26)
TC
RT,
b=10.07780—= (1.27)
C
K = 0.37464 +1.542260 — 0.269920% if © < 0.49 (1.28)
k= 0.379640 + 1.485030 ® - 0.164423 > + 0.016666 o if ® > 0.49 (1.29)
For a multi component mixture, the mixing rules for the two parameters are
NC NC
a= z z Xin ;aiaj (l_kl_])
1=1=1 (1.30)

where for component 1, the a; is computed from Eq. 1.25, and b; is computed from Eq.
1.27. The constant, k;; is called the binary interaction coefficient between components i
and j.

The Peng Robinson Equation of state can be written in the form

Z3 +aZ? +BZ+y=0 (1.31)

PV . s
where Z = R_¥ is the compressibility factor, and the parameters are expressed as

12



a=-1+B (1.32)

B:A—3B2—2B (1.33)

y=-AB+B?+B> (1.34)

A= . (1.35)
(RT)

p=2f (1.36)
RT

In GPAS, the equation-of-state calculations are done in the subroutine named XEOS,
which contains the four subroutines EOSPURE, EOSMIX, EOSPHI and EOSPARTIAL.
The equation-of-state parameters for each pure component are calculated in the
subroutine EOSPURE. Mixture values are calculated in the subroutine EOSMIX. The
fugacity coefficient is calculated from the equation-of-state in the subroutine EOSPHI
and the equation-of-state related derivatives are computed in the EOSPARTIAL
subroutine. The subroutine EOSCUB solves the Peng Robinson cubic equation-of-state
and calculates the compressibility factor and its derivative. EOSCOMP requires the pure
component critical temperature, critical pressure, critical volume, acentric factors,
molecular weights and binary interaction coefficients to calculate the equation of state
parameters. The volume shift parameter is not implemented in GPAS.

The main flash subroutine in GPAS is XFLASH. This subroutine performs the flash
calculation at a given initial composition, temperature and pressure. The number of
components, binary interaction coefficients and the equilibrium ratio values are also part
of the input to this subroutine. An initial estimate of the equilibrium values is done in the
subroutine STABL, which is then passed to the flash calculations. The flash subroutine
calculates the liquid and vapor phase mole fractions, liquid and vapor compressibility
factors, and also the negative residual of component i in cell k. The subroutine SOLVE
solves the Rachford-Rice equation for finding the phase composition and the phase
amounts.

Phase Identification and Tracking

Phase identification deals with the labeling of a phase as oil, gas, or aqueous phase at the
initial conditions and also when a new phase appears. After a phase has been identified,
phase tracking does the labeling of a phase during the simulation. Labeling phases
consistently is important because of the need to assign a consistent relative permeability
to each phase during a numerical simulation. Perschke (1988) developed a method for
the phase identification and tracking in which both phase mass density and phase
composition are used. This is the procedure followed in GPAS. Once a phase has been

13



identified, it is tracked during simulation by comparing the mole fraction value of a
selected or key component in the equilibrium phases at the new time step with the values
at the old time step. The phases at the new time step are labeled such that the mole
fraction values are closest to the values at the old time step.

The algorithm used in GPAS for naming a phase when the hydrocarbon mixture is a
single phase is similar to that proposed by Gosset et al. (1986). The parameters A and B
of a two-parameter cubic EOS are computed from

2
PT
A= aPZ =0,—%a (1.37)
(RT) P.T
PT,
B:%:pr; (1.38)
C
where
Q, =0.4572355299
Qy, =0.077796074
Dividing Eq. 1.37 by Eq. 1.38 gives:
Q,T
%: QaTc o (1.39)
b

where a is defined in Eq. 1.26.

A fluid is assumed to be in single-phase if T > T, which also implies o <1. From Eq.
1.39 this implies

0
At (1.40)
B~ Q

or its molar volume to be greater than the critical molar volume, v > v, which implies

BZ,
Qy

7> (1.41)

In GPAS, the subroutine EOS_1PH identifies a single phase as oil or gas using the above
method. Also, an option is provided in the code to identify a single phase by the
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conventional method: The fluid is liquid when sum of Z;K; =1, and the fluid is gas
when the sum of Z; /K; =1.

Constraints and Constitutive Equations

Volume Constraint

The volume constraint states that the pore volume in each of the cells must be filled
completely by the total fluid volume. This is expressed in a mathematical form as

N Op
VB Ni 2 Ljvj=V, =0 (1.42)
=1 j=1

where N; is the number of moles of each component i per unit bulk volume, L; is the ratio

] is the molar volume

of phase j, Vp is the bulk volume and V,, is the pore volume of a cell.

of moles in phase j to the total number of moles in the mixture, v

Saturation Constraint
The saturation constraint is

Zpsj =1 (1.43)

=

—

Phase Pressures
The phase pressure is related to the capillary pressure and a reference pressure, Pres:

P_] :Pref +Pcref,j for _] =1,...,n (144)

p

For n, phases, there are (n,-1) independent capillary equations. The capillary pressure is
a function of phase saturations and compositions,

Poref = Perer j(S,%) for j=1,...,n, (1.45)
Porosity

The porosity is a function of pressure.

b= ¢ref (1+ Cr (P- Pref ) (1.46)
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where ¢rr is the porosity at the reference pressure, Prer and ¢ is calculated at the pressure
P.

In GPAS, the porosity calculation is performed in the subroutine AQUEOUS. The
AQUEOQUS subroutine also calculates the aqueous phase molar and mass densities.

Physical Property Models

In this section, the physical models implemented in GPAS to calculate the viscosities,
interfacial tension, relative permeability, capillary pressure, phase molar density and the
hydrocarbon solubility in water are described.

Viscosity

The aqueous phase viscosity is constant and is specified as user input. The gas and oil
viscosity computed using the Lohrenz et al. (1964) correlation. An option is also
available to input the oil phase viscosity. All the phase viscosity calculations are
performed in the subroutine VIS, which consists of the subroutines LVISC1 and LVISC2.
LVISCI1 subroutine computes the viscosity of pure components at low pressures while
LVISC2 subroutine computes the viscosity of a mixture and its derivatives with respect
to phase composition and pressure at high pressures.

Lohrenz et al. Correlation

The Lohrenz et al. (1964) correlation combines several viscosity correlations as described
below. The steps involved in calculating the phase viscosity are given below:

e Computation of the low-pressure, pure-component viscosity

_0.00034T9
 =—  for T; <1.5
Gi

or

0.0001776(4.58T.. —1.67)°'8
]jli = ( o a ) for Tri >1.5 (147)

1
where
5.44T1/6

Gi = 172373

MWi Pci

e Calculation of the low pressure viscosity
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D XijHi MW

* =l

Mj ==
ZXiquWi
i=1

(1.48)

e The reduced phase molar density calculation

ne
& =& 2 Xij Ve (1.49)
i=1

1/6
O¢
544{2 XijTCi}
i=1

j 1/2 273
n¢ D¢
[Z XijMWi] {Z Xichi}

i=1 i=1

e The Phase viscosity calculation at the desired pressure

W= p + 0.000205%r for &, <0.18
]

K Jr()t}l -1

M= 2 for £, >0.18 (1.50)
10" n

j
where

xj =1.023+0.23364;, + 0.585332";%r - 0.4075&2?r + 0.093324&?r

Interfacial Tension

The interfacial tension between two hydrocarbon phases is calculated from the Macleod-
Sudgen correlation as reported in Reid, Prausnitz and Poling (1987):

4

n¢
Gjl = 0016018ZW1(§JXU —ﬁlxﬂ) (151)
i=1
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where y; is the parachor of component i.

In GPAS, the interfacial tension between gas and oil for gridblock k and the derivatives
of the interfacial tension are calculated in the subroutine IFT.

Relative Permeability

The two-phase relative permeability is given as tabular input. The three -phase relative
permeability to water, oil and gas is calculated based on the two-phase relative
permeability data using Stone’s method I or II.

Stone’s Model Il

The three-phase oil relative permeability is calculated from the two-phase relative
permeability using

on 210 | Rean | K2

ko + rl 0 +kr3 —(kr1+kr3) (152)
r2 r2

where the oil/water and oil/gas two-phase relative permeability is obtained from the input
tables.

The subroutine RELPERM3EOS computes the three-phase relative permeability to water,
oil and gas based on the two-phase data.

Capillary Pressure

The gas-oil and water-oil capillary pressure data are inputted as tables. The capillary
pressure at any saturation is interpolated from the tables.

Hydrocarbon Solubility in Water

The solubility of the hydrocarbons in the water is calculated, separately from the flash
calculations, using Henry’s law. The vaporization of water into hydrocarbon phases is
ignored. When the solubility calculations are treated separately from the flash
calculations, the component molar balance equations are expressed as

h a
aNI + N _ ~ .
- —V-Z§J ij(vpj—ijn)—g—l:o (1.53)
b

where Nih is the moles of component i in the hydrocarbon phase, Ni“ is the moles of

component 1 in the aqueous phase and i is each hydrocarbon component.
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N? is selected as the primary variable instead of the total number of moles. The

solubility of hydrocarbon components in the aqueous phase needs to be determined using
the unknowns during the Newton iterations of the governing equations. This is done as
follows. In step 2 of the solution procedure described later under this task, the solubility
of each component in the aqueous phase is calculated using Henry’s law.

£2 N2
xf‘ s i (1.54)
Hi n, 4
a
N& + D N,
i=1
The mole fraction of water in the aqueous phase is
nc Na
x5 :I—Z:xfl :—Wa (1.55)
i=1 SR
N% + > N,
i=1
Dividing Eq. 1.54 by Eq. 1.55 yields
a
a
Ny = —; N&, (1.56)
XW

Since N? can be determined using the primary variables as shown in the above equation,

it is apparent that the inclusion of the solubility calculations doesn’t increase the number
of primary variables.

Well Model

The well model accounts for the source/sink terms in the mass conservation equations. A
reservoir simulator needs a well model to translate historical production/injection data
and the actual or desired field operating conditions and constraints into acceptable
controls for the reservoir model. This requires that the operating constraints such as
production and injection facility limits be imposed correctly as boundary conditions for
the individual gridblock representing part or all of a well in the reservoir model. The
well-management routine assigns user-specified well rates or pressures to individual
producing blocks in the simulator at specified times. The application of a constant-
pressure boundary condition will hold the bottom hole production or injection pressure in
the well constant. A well is located at the center of the gridblock containing the well.
The equations given below apply only for vertical wells.
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The relationship between volumetric flow rate, flowing bottom hole pressure and
gridblock pressure is expressed as

Q; =PI;(Pys —P)) (1.57)

where PI; is the productivity index for phase j. For one-dimensional (x-direction) and x-

z cross-sectional simulations, the productivity index is given by (Chang, 1990):

Jk k., AyAZA
P =22 A” (1.58)
25.15*27{2")

For two-dimensional areal and three-dimensional simulations, the phase productivity
index is computed as

k ky AzZA;
PI. = Xy 1)

P e R 1
25.151n[r0J
I‘W

where k, and k, (md) are permeability in the x and y directions, Ax, Ay and Az are

(1.59)

gridblock sizes (ft) in x, y and z directions, krj is relative mobility in cp™, Q; is the well

flow rate of phase j in ft*/day and pressure is in psi. In Eq. 1.59, the radius r, is given by
Peaceman's equation:

1/2 1/2

ky ky

r, =0.28 —7 — (1.60)
(YJ NESY
K, Ky

Constant Bottomhole Flowing Pressure Injector

The bottomhole flowing pressure at elevation z is calculated from this reference pressure
as follows:

(Pwt )z =Poot = Yinj(Z = Zpot) (1.61)

where v;,; is the specific weight of the injected fluid at the well pressure. The

bottomhole reference depth for each well can be assigned in the input file.
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The component flow rates for layer z are computed by

(@) = | 1= (F)inj | inj (@), fori=1,...,ng (1.62)

(Ang+1)z = )i (@t), (1.63)

and

), = Qo (1.64)
(Vi )inj

where
Ip

Q) =2, (PLy), [ (Pyp), —(P)), | (1.65)
j=1

and

ool -]

where (éj )inj is the molar density of phase j, (Lj)inj is a ratio of moles in hydrocarbon
phase j to the total number of hydrocarbon moles in the injection fluid and (fl )inj is the
molar fraction of water component in the injection stream. The values of (&;);,; and
(L;)inj for j=2and 3 are determined by flash calculations at the time the well conditions

are specified. The molar density for the aqueous phase, which is assumed to be slightly
compressible, is calculated using

g =& [1 +oy(P—P° )} (1.67)

where & is the aqueous phase molar density at the reference pressure P .

Constant Bottomhole Flowing Pressure Producer
The flowing bottomhole pressures for a layer z is calculated using

(Pwt ), = Poot = V2 (2= Zpot) (1.68)
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The layer component flow rate is found by

Op

(qi)z = Z (aJXIJPI_])Z(PWf _Pj)Z fori= 1,...,Ilc (169)
j=2

and

(qnc+1 )z =& PL), (Pyr —Pp), (1.70)

In GPAS, the main well model calculations are done in the subroutine XWELL, which
calls the subroutines WELLRATE and PRDWDEN. The WELLRATE subroutine
calculates the molar flow rates and volumetric flow rates of each component in each layer
and for each well. At present, only the constant bottomhole flowing pressure constraint is
implemented. The productivity index is calculated in the subroutine IWELL. The
wellbore fluid density for production wells required to calculate the flowing well
production pressure at each layer is computed in the subroutine PRDWDEN.

Overall Computation Procedure of the Simulator

Primary and secondary variables

The independent variables for solving the governing equations are P, Nj, N, ..., Nnc ,

InK;, nK,, ..., In KnC . The equilibrium ratio, K, is defined as

K; =L (1.71)
X

where x; and y; are the mole fractions of component 1 in oil and gas phases, respectively.

The set of the independent variables is further classified into the primary and secondary
variables. The primary variables are P, Nj, Ny, ..., Nnc because they are coupled

between adjacent cells through the component mass-balance equations and need to be
solved simultaneously. The In K values are the secondary variables because they are
calculated from the equality of the component fugacities at given pressure, temperature
and total moles of all components.

Solution Procedure

A fully implicit solution method is used to solve the governing equations. The equations
are nonlinear and must be solved iteratively. A Newton procedure is used in which the
system of nonlinear equations is approximated by a system of linear equations. The
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linearization is performed by using the Jacobian Matrix of the governing equations. The
Jacobian refers to the matrix whose elements are the derivatives of the governing
equations with respect to the independent variables.

The sequence of steps involved in the solution of the governing equations for the
independent variables over a timestep include:

1.

2.

4.

Initialization in Each Gridblock: The Pressure, overall composition and
temperature of the fluids in each gridblock are specified. The initialization and
calculation of the initial fluid in place is done in the subroutine INFLUIDO. This
subroutine is the main driver for the computation of the initial fluid in place.

Phase identification and Physical Properties Calculation: The flash calculations
are performed in each gridblock and the phase saturations, compositions and
densities are determined. The phases are then identified as gas, oil or aqueous
phase. Phase viscosities and relative permeabilities are subsequently computed.
The flash calculations are performed in the subroutine XFLASH and currently are
limited to two phases. The Rachford-Rice equation that determines the phase
fractions is coded in the subroutine SOLVE. All the fluid physical properties like
the fluid viscosity, relative permeability and phase density calculations are
determined in the PROP subroutine. The PROP subroutine calls separate routines
to determine the different physical properties. It calls the subroutine LVISC2 to
calculate the phase viscosity using the Lorenz coefficient, the subroutine
RELPERMS3EOS to calculate the three-phase relative permeability using Stone's
model or calls the LOOKUP subroutine to interpret the two-phase relative
permeability from the relative permeability tables.

Governing Equations Linearization: All the governing equations are linearized in
terms of the independent variables and the elements of the Jacobian are
calculated. The subroutine JACOBIAN that in turn calls PREROW generates the
Jacobian for the linear system. PREROW is the main subroutine that calls the
other subroutines, each with a specific task of computing the derivatives of
separate equations and terms. The subroutine JACCUM calculates the derivatives
of the accumulation term of the component balance. The subroutine JACO2
calculates the derivatives related to transmissibility terms. The subroutine
JMASS calculates the derivatives related to the component mass balance in X, Y

and Z directions. The derivatives of the source/sink terms are calculated in
JSOURCE.

Jacobian Factorization and Reduction of the Linear Systems: A row elimination
is performed to reduce the size of the linear system from 2n. +1 to n. for each

gridblock. To achieve this, the linearized phase-equilibrium relations and the
linearized volume constraint are used to eliminate the secondary variables and one
of the overall component moles from the linearized component mass balance
equations. The subroutine EOS JACO forms the Jacobian for row elimination for
two-phase cells.
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5. Solution of the Reduced System of the Linear Equations for the Primary
Variables: The reduced system of linear equations is simultaneously solved for
pressure and the overall moles of n, —1 components per unit bulk volume for all

the cells.

6. Secondary Variables Calculation: A back substitution method is employed to
compute the secondary variables In K and overall moles of the component
eliminated in Step 4 using the factorized Jacobian. The phase-stability analysis is
then carried out for all the gridblocks using the newly updated pressure and
overall component moles.

7. Updating Phase Densities and Viscosities, Determination of Single-Phase State
and Estimation of Phase Relative Permeability: The subroutine XUPDATE
updates the phase composition and the phase properties as phase density,
viscosity, relative permeability and determination of single phase in each cell.
The main subroutine in the compositional model EOSCOMP is XSTEP. XSTEP
calls XDELTA, which in turn calls the XUPDATE subroutine.

8. Check for Convergence: The residuals of the linear system obtained in Step 3 are
used to determine convergence. If a tolerance is exceeded, the elements of the
Jacobian and the residuals of the governing equations are then updated and
another Newton iteration is performed by returning to Step 4. If the tolerance is
met, a new timestep is then started by returning to Step 3. The subroutine XSTEP
is the contact routine between the IPARS framework code and the EOSCOMP
compositional model code. The residuals are checked in XSTEP and if the
tolerance is met, a new timestep is started, else another Newton iteration is
performed.

Executive Routines in EOSCOMP

The executive routines in the EOSCOMP model are as follows:

XISDAT  All the initial scalar data are read by this subroutine. These include
the physical properties of each component, default number of
iterations, convergence tolerances for a variety of calculations, output
flags, operation specific flags and chemical property data. No grid-
element arrays can be reference in this subroutine.

XARRAY This subroutine allocates memory for all the grid element arrays.

XIADAT The entire grid element array input as the pressure, water saturation,
feed composition is read in and written out to a file.

XIVDAT. Performs the model initialization before time iteration. The PETSc
linear solver is also initialized.
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XSTEP The main subroutine that performs all the calculations over a
timestep.

XQUIT Exits from the simulation when it meets the maximum time,
production limits, or if an error occurs.

The communication between processors for the compositional model is performed in the
executive subroutines. There is no argument attached to these calls. Those variables
associated with grids are passed into these routines through pointers that are stored in
common block. These common blocks are included as header files in the subroutines.
The executive routines call the work routines to perform all the calculations. The grid
dimensions and variables are passed into these work routines through a C routine called
CALLWORK, which is handled by the framework. The CALLWORK function passes
the variables as an index argument list to the function being called.

Description of the Solver

PETSc (Balay ef al., 1997; Wang et al., 1999) is a large suite of parallel, general-purpose,
object-oriented solvers for the scalable solution of partial differential equations
discretized using implicit and semi-implicit methods. PETSc is implemented in C, and is
usable from C, Fortran, and C™". It uses MPI for communication across processors.
GPAS uses the linear solver component of PETSc to solve the linearized Newton system
of equations and uses the parallel data formats provided by PETSc to store the Jacobian
and the vectors.

The linear solver components of PETSc provides a unified interface to various Krylov
methods, such as conjugate gradient (CG), generalized minimal residual (GMRES),
biconjugate gradient, etc. and also to various parallel preconditioners such as Jacobi,
block preconditioners like block Jacobi, domain decomposition preconditioners like
additive Schwartz. GPAS uses the biconjugate gradient stabilized approach as the Krylov
method and block Jacobi preconditioner, with point block incomplete factorization (ILU)
on the subdomain blocks. The point block refers to treating all the variables associated
with a single gridblock as a single unit. The number of subdomain blocks for block
Jacobi is chosen to match the number of processors used, so that each processor gets a
complete subdomain of the problem and does a single local incomplete factorization on
the Jacobian corresponding to this subdomain.

For three-phase flow, the compositional model EOSCOMP generates 2n, +1 equations

per gridblock causing the Jacobian to have a point-block structure and a point-block
sparse storage format is used to store the matrix. These 2n. +1 equations do not result

in complete coupling of all the variables across gridblocks. This causes the Jacobian to
have some n. +1 point-block locations with zero values. Thus a block size of n; +1 is

chosen for this matrix type eliminating the need to store the (n. +1) (n¢ +1) blocks
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with zero values. The usage of the point-block sparse matrix storage leads to the
improvement in the performance of the matrix routines.

Solution Approach in Chemical Module

The chemical species were added using two different numerical methods. The species
included in the chemical module were any number of conservative and partitioning
tracers, electrolytes, polymer, and surfactant. In the first method, we solved the mass
balance equations for the aqueous species explicitly. We refer to this formulation as the
hybrid method. The chemical module was linked to the equation-of-state compositional
model EOSCOMP in an explicit manner. After EOSCOMP solves for the pressures,
saturations, and compositions of the non-aqueous species components for a particular
time step and the convergence for the mass balance equations is attained, the chemical
subroutine imports the required input from the host EOSCOMP and solves for the
aqueous species mass balance equation to find the concentration at a given point in space
and time. This decoupled approach is more computationally efficient than solving all of
the equations simultaneously in EOSCOMP.

We, then, formulated and implemented the chemical species in a fully implicit method to
take advantage of the larger time steps attainable in the fully implicit formulation. The
details of these procedures are given in Task 2.

Non-Orthogonal Grid

In the last six months of the project, we have implemented a cornerpoint non-orthogonal
grid option to model more realistic reservoir geometries and be able to include the curved
reservoir boundaries and impermeable barriers such as shales and faults.

The mass balance equation for i-th component assuming diagonal permeability tensor can
be written in a Cartesian system as

O(ON; ap oD np oD .
%—g 2.8 i MK — IS Ky
X j=1 8y j=1 8y
(1.72)
0 np OCDJ
e Z‘iﬁj Xij MKz, - |4 =0
J:
where ®@;j is the potential of j phase and is given by

In Eq. 1.73 P; denotes the pressure of j phase and D is depth which is positive in
downward direction. Equation 1.72 can be written in a boundary fitted coordinate system
using the following transformation
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E=c(X,y,2) s n=n(X,y,2) ; ¥ =7(X,Y,2) (1.74)

Using the above mentioned relations Eq. 1.72 and its counterparts can be solved in a
rectangular domain that is usually called computational domain, Thompson et al. (1985)

and Maliska (2004). Figure 1.1 shows a physical domain and computational domain for a
two-dimensional case.

VA nA
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>»>

»
* g

Figure 1.1—Physical and computational domains.

We define some of the terms in Eq. 1.72 as

8®j 6(Dj
E=8jxij A Koo — = =T 7~ 5
F=£. x; MK @i _p (1.75)
JIJJWay_yljay’ .
oD ; oD ;
G=6jxjj A Ky —==T4ij——=

Applying the rule chain, the gradients of E, F, and G in X, y, and z directions the
following equations are rendered.

O _OF 3¢  OF on , 3F oy

Ox  OF Ox oM ox  dy ox

OF _OF QL oFon OF oy (1.76)
oy oEdy ondy oy oy |

0G _oG o oG n , 8G &y

0z 8&82 81182 oy 0z
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Dividing each term of Eq. 1.76 by J;, the Jacobian of the transformation, and replacing
the result in Eq. 1.72, and adding and subtracting terms of type

— &—X &y ,G— E"—Z and after simplifications, the following conservative
og\ J; 6& Ji o\ J;

equation is obtained:

g[q)NiJ_i[%xE%yF%ZG B (an+nyF+nsz 8 [YXEHyFHZG]
at o8

It Jy Jt oy It

ey ) e 4] o
ol a5

It is easy to demonstrate that the terms in blankets in Eq. 1.77 are equal to zero. Details

can be found in Maliska (2004). Applying the chain rule to E, F, and G and inserting the
results into Eq. 1.77, we obtain

ON; _g P aCDj ol g aq)j
[ T, j a§|:JZ% Jt(éxrxg+éyFylj+ézeg) 3E 6& JZ;, Jt(&XnXFXIﬁE)ynyr)’lj"'éznz ZlJ) P
E
0

(EataTxi &y 1oy atal ) o [ -2 3 L (EneTt &y iy Ty £l o
xIxt xij TSy ly! yij ZZZUay aT‘IJIthxxl_] y Nyt yij ™ Szlzt zjj 3 (178)

l:np 1

o | op 6CD op oo ;
6|:§ ﬂxe1J+ ny yij +le Zl_]) o an le I, (nx Yxrx1_]+ nyYyFylj +NzYy le) 8YJ
|:np

P oD ; alm oD :
a &xnyxU'FE_,y'YyFyU‘i‘éZYZ le) 5;}_5{2 Jt(ﬂxYxelﬁnyYyFylﬁnzYz z1_]) &‘/J

oP; | g
_a Z I, (YXFX1J+ Yyryu +erzij)W _I:O

where the direct metrics and the Jacobian (J;) of the transformation can be evaluated as a
function of the inverse metrics by
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After the mesh generation, the expressions in Eq. 1.79 can be easily evaluated using the
finite difference method. For instance, for the 2D case shown in Fig. 1.2, X¢c, yee, Xne, and

Yne are given by
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Figure 1.2—Metrics evaluation.
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The coordinates at points C and D are obtained by interpolating the coordinates at the
four neighbor corners. According to Maliska (2004) whenever coordinates are not
available at the specific position, for example points C and D in Fig. 1.2, an interpolation
procedure should be done instead of using an interpolation in metrics. A similar
procedure is employed to calculate the metrics in others positions of the domain.

Approximate Equation

Integrating Eq. 1.78 in time and space (control volume of Fig. 1.3) and considering a
fully implicit formulation for all terms, except the derivatives of the cross terms, and
dividing each term by At, the following equation is obtained
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where J;p means that the Jacobian of the transformation is evaluated at point P. The

tensor D involves geometric information and fluid properties.

For example, 1 denote

component, and j phase. It should be observed that each component of this tensor is given

by
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Figure 1.3—Elemental control volume.

It is worth to note that all physical properties in each interface are evaluated in time level
n+1, while the cross derivatives are evaluated in time level n. Even though the
convergence rate can be reduced when the mesh is much distorted, this procedure renders
a Jacobian matrix structure similar to those of Cartesian or orthogonal corner point grids,
but is much more flexible since it can be used for domains with highly irregular shapes.
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The derivatives in Eq. 1.81 are evaluated using a central difference scheme. Figure 1.4
shows all the neighbors volumes for the control volume of Fig. 1.3. Using Fig. 1.4, the
derivatives in each face of volume P are given by
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Figure 1.4—Control volume P and its neighbors.

Inserting the derivatives of Egs. 1.83 and 1.84 into Eq. 1.81 result in the following
residual equation for the i component
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The formulation and implementation of the corner point grid geometry in GPAS was
verified by first comparing the results of a Cartesian grid with that shown in Fig. 1.5.
The simulation is based on a quarter of a five spot pattern waterflood with the wells in the
two corners of the simulation domain. The domain was discretized using 16x16 and
32x32 number of gridblocks in x and y directions, respectively. Water was injected in an
initial oil saturated reservoir at the residual water saturation. The water production rates
are given in Fig. 1.6. Figure 1.7 shows the comparison of oil production rate for these
simulations. The results are very similar for the Cartesian and corner point grid
configuration.

The second test was a waterflood simulation in the grid specified in Fig. 1.8. There are

one injector and two production wells on a line drive pattern. Figures 1.9 and 1.10 show
the cumulative water and oil production form the two producing wells.
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Figure 1.5—Schematic of the grid used in Case 1 simulations.
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Figure 1.6—Comparison of water production rate using corner point grid
implementation and Cartesian grid.
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Figure 1.7—Comparison of oil production rate using corner point grid
implementation and Cartesian grid.
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Figure 1.8—Schematic of the grid used in Case 2 simulation.
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Figure 1.9—Cumulative water production rate using corner point grid
implementation using the grid shown in Fig. 1.8.
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Figure 1.10—Cumulative oil production using corner point grid implementation
using the grid shown in Fig. 1.8.

Automatic Time Step Control

A new automatic time step control was added which is more stable and more efficient
compared to the one already available in the code based on the number of Newtonian
iterations. The new implementation is based on the maximum change in pressure, phase
saturation, and molar concentration of each species. The formulation is described as
below
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1+ ;
ACHT A [m (1.86)

5; +om; }min over all gridblocks

where o is the tuning factor and is between a value of zero and one, n;is the maximum
relative change for each variable as an input parameter, and &; is the computed relative

change of the variable in gridblock i during the time step At. The value in the bracket in
Eq. 1.86 will be different depending on the variables pressure, saturation, and species
molar concentration used and the minimum will be used in the time step selection.
Additional input parameters added for the time step control option 2 (TIME _CONTROL
= 2) are listed as below.

TUNE tuning factor with a value between 0 and 1

DCMAX maximum relative change of molar concentration

DPMAX maximum relative change of pressure

DSPMAX  maximum relative change of saturation

DELTIM initial time step in days

DTIMMAX maximum time step, days

DTIMMIN minimum time step, days
Several simulations were performed to test and verify the time step routine and its

implementation in GPAS.

Linear and Nonlinear Iterative Solvers
The solver package included in GPAS as a default solver is PETSC developed at

Argonne National Laboratory (Balay et al., 1997). The linear solver from PETSC has
been tested with the EOS compositional simulations for gas flooding and the results
indicated that these solvers are very efficient and robust. Others solvers that were
implemented are

TICAMA  generalized minimal residual method, GMRES

LSOR line successive over relaxation method

PCG Preconditioned conjugate gradient method

Several input files were set up and tested with each solver. The results indicated that the
TICAMA was the fastest and most robust solver among those tested as given above.
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Most of the data sets had convergence problem with both LSOR and PCG. The oil
production rate for a 3-D, three-component compositional gas problem is compared for
simulations using PETSc and TICAMA. Figure 1.11 shows identical results for the two
solvers. The total number of gridblocks was 28,672 (16x224x8). The simulation was run
on a single processor. The simulation time is compared in Fig. 1.12 which shows about
10 times faster simulation time using the PETSc.
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Figure 1.11—Oil production rate comparison between PETSc and TICAMA.
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Figure 1.12—Comparison of simulation time for PETSc and TICAMA.

Enhancements in Well Model

To increase the flexibility of well operations in GPAS, we have added new options for
injection and production well constraints. These include
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e Constant water volumetric rate injection well
e Constant gas volumetric rate injection well
e (Constant oil volumetric rate production well

The formulation and the procedure to implement the new well constraints are outlined as
follows:

A. Define molar rate of each components in well grid block ((q;),, for species 1 = 1,
n.+1, where n. is number of hydrocarbon component and n.+1 means water

component). The molar rate (q;), are defined as

1. Constant flowing bottomhole pressure injection well
(9i)z = [1=(f))inj(Z; )inj (1), fori=1n, (1.87)

(Anc+1)z = (finj(ay), for z =2z, 2z, (1.88)
Where z; is the top perforation layer and zy is the bottom perforation layer.

2. Constant volumetric rate injection well
The gas injection rate (Q,) in Mscf/D, the water injection rate (Qy) in STB/D,

and the hydrocarbon composition of the injected fluid (z;)i,j, are specified.
The volumetric rates are converted to molar flow rates using the following

equations:

qi =2.6357Qq (2 )iy for i=1n, (1.89)
and

Ane+1 =19-4658Qy, (1.90)

After computing the molar flow rates, the allocation scheme used for constant
molar rate injection wells is then employed to distribute the molar injection
rates into each layer based on the productivity index (PI).

(PI
(qi)zzzcll;(—t)z fori=1,n.,n, +1and z=z,z, (1.91)

Z (PIt )m

m=zt

3. Constant flowing bottomhole pressure production well
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np
(@i); = ) (§jXiiP1j), (Pyg —Pj), fori=1,n; and z =z, toz, (1.92)
j=2

and

(qnc+1)z = (&IPII )z (ow _Pl )z for z = zy t0zy, (1.93)

Constant oil volumetric rate production well

The oil rate production in STB/D, Q, is specified in this option. A flash
calculation is done at separator conditions to determine the molar fraction of
oil phase, (Lo)prod, in the produced hydrocarbon fluid using the overall
hydrocarbon composition computed by

zb 1p

2 2 ExiPIy

m=zt j=2
zb np

2 2 EPIm

m=zt j=2

(Z)prod = for i =1,n, (1.94)

The total molar flow rate is then calculated using

zb 1np

2 2GRy

B 5.6146Q, m=zt j=1
(Lo )prod (Vo )prod b mp

2. 2 &Py

m=zt j=2

a (1.95)

where (Vo)prod 1 the molar volume of the oil phase at the separator conditions.
The same allocation scheme for constant molar rate production wells is used
to compute the layer component rates.

When the total molar production rate (q) is specified, the total production rate
for each layer is calculated using:

np

qt Z (ajPIj)z
j=l1

zb np

2 2P,

m=zt j=1

(q¢), = for z =1z, 7, (1.96)

The layer component rates are found by
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np
(@) D, (EjxiiPTy),

(), = nijz for i =1n, and z =z, toz, (1.97)
> (E;PL)),
=
and
PI
(Qpe+1)z = (qntp)z(ﬁ for z =z toz, (1.98)
D (E;PLy),
=1

The (qi), are added to residuals of species conservation equations for each

components.
ARM(i) = ARM(i) + (q;), for i=1,n, (1.99)
ARW = ARW + (Qne+1)z (1.100)

B. Derive the derivatives of (qi), w.r.t. independent variables (In K, ..., In Ky, Ny,
eevs Nie, P, Ny).

C. Modify the elements of the Jacobian matrix. The derivatives in Step B are
subtracted from the existing Jacobian for the species mass conservation equations.

For hydrocarbon components:

AMK(, j) = AMKG, j) =292 for i =1, n, (1.101)
AMNP(, j) = AMNP(, j) —% for i,j=1,...,n, (1.102)
j
.. B .. _ o(q;),
AMNP(, j+1) = AMNP@, j+1) 3 (1.103)
AMW (i) = AMW(i) — i)z (1.104)
N,

For water components:
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AWKN()) = AWKN(j) - Znesez o i

aanJ

. N .
AWKN(j) = AWKN(j) - % for j=ng +1,2n,

J

AWW(I) = AWW(1) — Une+1)z

ON

w

AWW(2) = AWW(2) - {nes1)z

oP

Where AMW and AWKN are new arrays created.

(1.105)

(1.106)

(1.107)

(1.108)

D. Add codes to change well type. When residuals are converged, if bottomhole
pressure in a constant volumetric rate injection well (constant oil volumetric rate
production well) is larger (smaller) than given pressure limit, the well type is
changed to constant flowing bottomhole pressure injection well (constant flowing

bottomhole pressure production well) and Newtonian iteration is repeated.

E. Create new keyword input variables for the well models.

1. KWELL(IW)

N

Constant flowing bottomhole pressure injection well
Constant volumetric rate injection well (newly added)
Constant flowing bottomhole pressure production well

Constant oil volumetric rate production well (newly added)

IW: well index

2. PRLIMIT(IW): Upper limit for bottomhole pressure in psi. If the pressure
exceeds this input value, the well will operate under rate constrained to switch
the well to a rate.

3. WELLPQ(IW)

If KWELL(IW)

a. Read bottomhole pressure (psi)

b. Read injected volumetric rate (Msct/day: gas, stb/day: water)
c. Read bottomhole pressure (psi)

d. Read produced volumetric rate (stb/day)
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We have made several runs using the new well constraints and favorably compared with
the results of the commercial simulator from Geoquest, Eclipse 300 and The University
of Texas compositional gas simulator, UTCOMP. First, we ran water injection cases in a
reservoir initially saturated with oil and water with a uniform water saturation of 0.1.
The permeability was uniform at 500 md and porosity of 0.25. The simulation domain
was 560 ft x 560 ft x 100 ft and was discretized in 7 x 7 x 3 gridblocks. The first case
was with constant flowing bottomhole injection pressure of 2000 psi and constant oil
production rate of 600 bbls/day. Figures 1.13 through 1.15 compare water production
rate, oil production rate, and average reservoir pressure for the three simulators. The
results are almost identical among the three simulators. The next waterflood simulation
was done with constant water injection rate of 1000 stb/day and constant production
pressure of 1500 psi. Figures 1.16 through 1.18 compare the water and oil production
rates and average reservoir pressure obtained from GPAS, UTCOMP, and Eclipse 300.
The results are very similar.

4000

3500 || —® GPAS
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300091 ___ ECLIPSE
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Time (days)

Figure 1.13—Comparison of water production rate for water injection problem
with constant pressure injector and constant rate producer.
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Figure 1.14—Comparison of oil production rate for water injection problem with
constant pressure injector and constant rate producer.
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Figure 1.15—Comparison of reservoir pressure for water injection problem with
constant pressure injector and constant rate producer.
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Figure 1.16—Comparison of water production rate for water injection problem
with constant injection rate and constant pressure producer.
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Figure 1.17—Comparison of oil production rate for water injection problem with
constant injection rate and constant pressure producer.
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Figure 1.18—Comparison of average reservoir pressure for water injection problem

with constant injection rate and constant pressure producer.

Other validation test was for a constant rate gas injection at 1000 Mscf/d with constant
pressure production well at 1300 psi. The simulation domain was 560 ft x 560 ft x 100 ft
discretized in 7 x 7 x 3 gridblocks. The permeability and porosity were uniform at 10 md
and 0.25 respectively. The initial and injected gas compositions are given in Table 1.1.
Average reservoir pressure, gas and oil production rates are compared for the three
The results of UTCOMP and GPAS are very
similar. However, there is a slight difference between Eclipse and GPAS results at early

simulators in Figs. 1.19 through 1.21.

time in average reservoir pressure and oil production rates.

Table 1.1—Initial and Injected Gas Composition Used in 3-D Simulations

Components Initial Composition Injected Composition
(mole fraction) (mole fraction)
C1 0.50 0.77
C3 0.03 0.20
C6 0.07 0.01
Cl10 0.20 0.01
CI5 0.15 0.005
C20 0.05 0.005
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Figure 1.19—Comparison of average reservoir pressure for gas injection problem

with constant injection rate and constant pressure producer.
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Figure 1.20—Comparison of oil production rate for gas injection problem with
constant injection rate and constant pressure producer.
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Figure 1.21—Comparison of gas production rate for gas injection problem with
constant injection rate and constant pressure producer.

Generation of Derivatives using Automatic Differentiation

During last half a decade, an alternative way of generating derivatives and Jacobian
without losing accuracy and speed is gaining grounds in scientific/engineering
community. This method is called Algorithmic Differentiation (AD), and we made an
attempt in using its implementation for FORTRAN 77 codes called ADIFOR, a tool
developed over the years to automate the process of generating derivatives and Jacobian
construction.

ADIFOR is a tool for the automatic differentiation of Fortran 77 programs and co-
developed by ANL and Rice University. Given a Fortran 77 source code and a
configuration file including user's specification of dependent and independent variables,
ADIFOR will generate an augmented derivative code that computes the partial
derivatives of all of the specified dependent variables with respect to all of the specified
independent variables.

ADIFOR performs the derivatives in the following manner. First, ADIFOR traces the
code and generates a trace file that clearly maps the relationships between variables.
After the trace file is generated for a given source code, it applies the chain-rule to every
single statement in the code until the full derivative is generated.

We made a significant effort to incorporate ADIFOR in GPAS but due to the
incompatibility of many non-standard FORTRAN statements in GPAS with ADIFOR,
we decided to pursue this route in future once there are software utilities available to
automatically replace the non-standard FORTRAN statements.

As the results of difficulties implementing ADIFOR in GPAS, GPAS currently employs

hand-derived derivative code to calculate derivatives of residuals with respect to the
primary unknowns, Jacobian entries. Hand-derived derivatives always provide faster
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convergence and more accurate results compared to numerical alternatives such as
divided differences. On the other hand, generating derivatives by hand is tedious.

Task 2: Formulation and Implementation of Chemical Module

Here we report on the formulation, implementation, and validation of aqueous
components added to GPAS. Henceforth, the aqueous species refers to a species present
in trace quantities in the aqueous phase and this includes a tracer, electrolytes, polymer or
surfactant. As discussed earlier, we have implemented the chemical species using
explicit and fully implicit methods.

Explicit Chemical Module

In the implementation of the chemical module, the key assumption is that chemical
species such as tracers, polymer, surfactant and electrolytes occupy negligible volume
and do not affect the EOS model governing equations, which is reasonable for typical
chemical enhanced oil recovery processes and other applications such as aqueous tracers.
The chemical species mass balance is performed at the end of every time-step after the
convergence of the EOS model solution. The phase fluxes and saturations derived from
the EOS model at the end of each time-step are used in the explicit chemical species mass
balance calculations. The computation of the mass balance and subsequent phase
behavior is thus separated from the EOS model computation and coupled only through
the modification of the physical properties such as relative permeability and aqueous
phase viscosity due to surfactant phase behavior. This splitting of the mass balance
calculations and coupling scheme make the implementation of aqueous component model
in an existing compositional simulator formulation easy and efficient. More details can
be found in Nalla, 2002 and John, 2003.

Mass Balance Equations

The conservation equations for chemical species 1 with convective transport and
adsorption in a permeable medium can be written as follows:

3
§(¢Cipi)+v’ Zlcijpiﬁj =R; 2.1
j=

We perform the mass balance in this simplified form because it is solved explicitly using
the phase properties and fluxes calculated by the EOS model for the same timestep. The
direct calculation also helps because all the chemical phase property calculations are
based on either mass or volume fractions and chemical species injection is also typically
specified in mass or volume fractions.

We assume that the chemical species are transported in the aqueous phase only (except
for partitioning tracers) and neglect physical dispersion and chemical reactions. Note that
in presence of surfactant the aqueous phase becomes the microemulsion phase and is
labeled as j = 3 in the subsequent chemical phase behavior calculations.
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For a tracer 1 that partitions between an aqueous phase and an oleic phase, we have
n; = Vy(0;1p1S1 + 0i2025;) (2.2)

where n; is the total mass of tracer i. m;; and ®;, are the tracer mass fractions in aqueous
and oleic phases respectively. The partition coefficient is defined as

(0.
KT, :jj 2.3)

Substituting this in Eq. 2.2 and solving for m;; and mj; gives

n; =Vypo(;1p1S; + KrioppsS, ) (2.4)
nj
;) = (2.5)
" Vb (1S +Kip2S2)
®;jp = K05 (2.6)

When the input tracer concentrations are defined on a mass per volume basis, the above
equations are modified by

Cip = oj1p) 2.7)

Ciz = 0j2p2 (2.8)
C.

K =—2 2.9

Liaren 2.9)

The Kr values in Egs. 2.3 and 2.9 differ numerically by a factor equal to the oil-water
density ratio. The tracer partition coefficients are assumed to be constant.

Adsorption

A Langmuir-type isotherm is used to model polymer (i=4) and surfactant (i=3) adsorption
as a function of concentration and salinity (Hirasaki and Pope, 1974)

Ci’ al(?iél)

éi:min A
1+b; (& -G

(2.10)
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where a; = (a;) +a;,Cgg)and C; is the aqueous concentration of species i normalized by

the water concentration C,. The adsorption model parameters ajj, a;», and b; are found by
matching surfactant or polymer adsorption data. Cgg is the effective salinity as the salt
concentration in the aqueous phase. Equation 2.10 is rearranged to quadratic form and
solved to get the amount of species adsorbed. The implementation assumes adsorption to
be irreversible with respect to both salinity and concentration. The minimum is taken to
ensure that the adsorbed concentration is not greater than the total concentration.

Permeability Reduction and Inaccessible Pore Volume

The permeability reduction due to polymer is modeled by the permeability reduction
factor, Ry, defined as the ratio of the effective permeability of the aqueous phase to the
effective permeability of the aqueous phase containing polymer:

(R, max —1.00bx G

Ry =1.0+
1.0+brkCij

2.11)

where Rymax 1S calculated based on the rock properties and salinity. j refers to the
polymer rich aqueous phase and by is the input parameter. The effective porosity for the
polymer is modeled as

¢p01ymer = ¢actualEphi (2.12)

where Eyi 1s the factor needed to account for the fact that polymers typically flow in the
pores at a higher velocity than small molecules, the so called inaccessible pore volume
effect.

Qil/Brine/Surfactant Phase Behavior

The surfactant/oil/water phase behavior is based on Winsor, 1954; Reed and Healy, 1977,
Nelson and Pope, 1978; Prouvost et al., 1985; and Camilleri et al., 1987 The volumetric
concentrations of the three components are used as the coordinates on a ternary diagram.
Although salinity, presence of alcohol and divalent cations influence the phase behavior
significantly, we model the phase behavior as being affected by salinity alone and assume
the absence of divalent cations and alcohols in this implementation.

If the surfactant concentration is below the Critical Micelle Concentration (CMC), the
two phases are an aqueous phase containing all the surfactant, water, and electrolytes and
a pure excess oil phase. At low salinity, an excess oil phase that is essentially pure oil
and a microemulsion phase that contains water plus electrolytes, surfactant, and some
solubilized oil exist. The tie lines (distribution curves) at low salinity have negative
slope. This type of phase environment is called Winsor Type I, or Type II(-). At
intermediate salinity, the mixture separates into three phases. These phases are excess oil
and water phases and a microemulsion phase. This phase environment is called Winsor

52



Type 111, or just Type III. At high salinity, an excess water phase and a microemulsion
phase containing most of the surfactant and oil, and some solubilized water exist. This
type of phase environment is called Winsor Type II, or alternatively Type II(+). Other
variables besides electrolyte concentrations, e.g. alcohol type and concentration, the
equivalent alkane carbon number of the oil or solvent and changes in temperature or
pressure also cause a phase environment shift from one type of phase behavior to another
type but these effects are not modeled here.

The surfactant/oil/water phase behavior is thus represented as a function of effective
salinity once the binodal curve and tie lines are described. The oil concentrations used in
the calculations are obtained from the EOS model at the end of each converged time step.
Since they belong to the EOS model, they cannot be changed during the explicit chemical
phase behavior calculations. This coupling forces the assumption of negligible changes
in oil saturation due to solubilization. The surfactant phase behavior is therefore limited
to Type II(-) behavior with microemulsion and oil as the two phases in equilibrium in this
implementation with the following assumptions:

1sothermal conditions,

corner plait point formulation where the excess oil phase is pure oil phase,
binodal curve formulation based on Hand’s rule (Hand, 1939),

a symmetric binodal curve,

no effect of divalent cations such as calcium or alcohol on phase behavior,
the phase behavior is independent of the polymer concentration,

no gas is present, and

no effect of pressure on microemulsion phase behavior.

Hand’s rule is based on the empirical observation that equilibrium phase concentration
ratios are straight lines on a log-log scale. The binodal curve is described by

-1
Cyi [ Cy
i:A(iJ for =2, 3 (2.13)

Cy; Cij

The parameter A is related to the height of binodal curve as follows:

2

2C

Ay =|—2ma%S | for s=0, 1 (2.14)
1_C3max,s

where s = 0, 1 represents the zero and optimal salinities. Linear interpolation is used to
determine the A parameter for intermediate salinities.

A=(Ag —Al)(l— Csk J+A1 for Cgp < Cspop (2.15)
Cseop
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where the effective salinity Csg is the salt concentration in the aqueous phase and the
optimum salinity Cggop is calculated from the lower and upper effective salinities as

CseL +Csru (2.16)

Cskop = 5

Since all the component concentrations are in volume fractions, they must add up to one.
3

D Cy=1for j=2,3 (2.17)

k=1

For Type II(-), Csg < Csgr and the surfactant solubilization ratio in the aqueous phase is

given by:

R31:— (218)

where Cg =C3 —63 is the concentration of surfactant in the microemulsion after

adjusting the total concentration for adsorbed surfactant. The solubilization ratio in oleic
phase is

A
R32 - (219)
R3;

The microemulsion phase compositions are then computed as follows:

e For the water component

R3,

€1 = R31+R3R3; +R3; (220)
e For the oil component

Ca3 =1—(1+R3;) Cp3 (2.21)
e For the surfactant component

C33=1-Cy3-Cy3 (2.22)

The oil solubilization ratio is
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R,y =—23 (2.23)

Interfacial Tension

Huh (Huh, 1979) proposed that the interfacial tension and solubilization ratio are related
by the following function

C
023 = —2 (224)
R73

We use this equation with Hirasaki's correction factor (Hirasaki, 1981) so that it reduces
to the water-oil interfacial tension as the surfactant concentration approaches zero.

For C; > Critical Micelle Concentration (CMC):

_ F —aR3
Gy3 =gy © aRp3 L €12 22 [l—e aRBj (2.25)
R73

Fy =1 ::Ie_ 5 (2.26)
where a and c are input parameters which match the model to the measured data.

When C; < CMC, there is no surfactant influence so

G23 = Oow (2.27)

where o,y 18 the oil-water interfacial tension.

Viscosity

The aqueous phase viscosity at a fixed shear rate is a function of polymer concentration
and salinity and this dependency is modeled using the Flory-Huggins type equation
(Flory, 1953):

2 3 S
Mp = Hw (1 +(Ap1C4€ +Ap2C4( + Ap3C4( )CS%) (228)

In this simplified implementation, we have neglected shear rate dependence of the
polymer viscosity. The change in viscosity caused by surfactants is modeled by the
following equation:
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Mg = C13Mpea1(C23 +Cs3) C23uoea2(cl3 +Cs3) C33a36(0‘4cl3+(*5C23) (2.29)

The pure water and oil viscosities are L, and L.

Relative Permeability

The relative permeability models implemented in the code are in the form of both lookup
tables and Corey-type functions. Low interfacial tension leads to decreased capillary
forces and mobilization of residual oil. This mobilization effect needs to be accurately
captured in the relative permeability model. The trapping number is a dimensionless
number that includes both the gravity/buoyancy and viscous forces on the trapped globule
(Jin, 1995; Pope et al., 2000).

ke (VCDJ-' +g(py — pj)VD)‘
Nt = (2.30)

] ey
Gjj

The change in residual saturations is modeled as a function of the trapping number as
shown below

. Low _SHigh
S = min sj,sﬁj‘gh D (2.31)
1+ TN
] Tj
Sgigh and Sg}ow are the residual saturations for phase j at high and low trapping

numbers. This correlation was derived based on the experimental data for n-decane
(Delshad, 1990).

The endpoints and exponents of the relative permeability curve also change as the
residual saturations change at high trapping numbers (Chatzis and Morrow, 1981;
Morrow et al., 1985; Delshad et al., 1986). These changes are computed by linear
interpolation between the given input values at low and high trapping numbers:

L Sj" =S High L

o _ 1,oLow JT Jr oHigh , oLow

kg =kg o+t (krj K ) (2.32)
Sj'r _Sjvr

SL'OW _S" )
nj — nLOW Jr Jr nngh _nLOW) (233)

J Low High( ] J
Sj‘r _Sjvr
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The trapping number model is implemented in a fully implicit form in the EOS
compositional model. The main driver causing increased trapping number comes from
the chemical model calculations (lowering of IFT). To build the Jacobian matrix for the
fully implicit EOS model formulation we need the following partial derivatives for the
relative permeability:

Okrj ) akrj _ ok
fori=1,...,n,,— fori=1,...,n.,n,, and

6 In Ki GNI

5

A Corey-type function for relative permeability is used with the trapping number model.
Without the trapping number, the relative permeability is a function of saturation only.
The trapping number changes the relationship because it depends on the pressure,
interfacial tension and densities. Also, the endpoint relative permeability and exponents
are not constant and change with the trapping number. The derivatives in this case can be
calculated applying the chain rule. The details are in Appendix A.

Fully Implicit Chemical Module

The previous section was on the formulation, implementation, and validation of the
surfactant, polymer, and tracer species in GPAS. The formulation was based on a hybrid
approach and not fully implicit. In the hybrid approach, the material conservation
equations for hydrocarbon are solved implicitly where the aqueous species material
balances are solved explicitly using an updated phase fluxes, saturations, and densities.
Although the hybrid approach has proved useful for some cases, the simulation results
can be incorrect because it neglects oil amount dissolved in aqueous phase and surfactant
volume in volume constraint equation. To overcome these limitations and take advantage
of the larger time steps with the fully implicit formulation to reduce the simulation time,
we have developed a fully implicit module of chemical flooding with the relevant
physical properties. This section of the report is dedicated to the fully implicit
implementation of the chemical module.

Governing Equations

Volume Constraint

The sum of volumes of volume occupying components, that is, water, surfactant, and
hydrocarbon components should add up to the pore volume. This volume constraint can
be written as Egs. 2.34. Volume of surfactant is neglected in hybrid approach, but it is
considered in fully implicit method.

N
2N

NHZO + Nsurf + i=1

~1.0 (2.34)
§H20 gsurf io
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where

& =£°(1+¢;°(P-P?)) for i = H,Oand surfactant

Material Balance Equations

A hydrocarbon component can be dissolved in aqueous phase and there is no gas phase
under Type II(-) surfactant phase environment. Therefore, material balance equation for
the hydrocarbon component is as follows.

kk» kk 3
Xi2 VP - ’Y2VD + &3 Xi3 VP —’Y3VD
My ( ) uy o ( ) (2.35)

= q; for HC components

Vp §(¢Ni )= VpVe [iz

However, aqueous components such as water, surfactant, polymer, salt, and tracer are
assumed to be dissolved in only aqueous phase. In this case, the material balance
equations for the aqueous component are

kkr3
U3

Vi, %(d)Ni )= VpVe [§3 Xi3 (VP —y3VD) | =q; for aqueous components (2.36)

Phase Behavior and Physical Properties

The surfactant/brine/oil phase behavior formulation is the same as the one used in the
explicit method. Surfactant related properties such as viscosity, adsorption, interfacial
tension, and trapping number and its effect of relative permeabilities are the same as
those used in the explicit chemical module. The polymer related properties such as
viscosity, inaccessible pore volume, viscosity, permeability reduction and adsorption are
also the same as those describe in the explicit chemical module.

Solution Approach

Equations 2.34 to 2.36 are solved simultaneously using the fully implicit finite difference
scheme. After the finite differencing of Equations 2.34 to 2.36 (the differentiated forms
are described in Appendix B), we have (n.-+n,+2)*ny non-linear equations with the same
number of unknowns (il,iz,...,f(nb , where X;=(Njy, ..., Nnc , Nnc+1, ..., N P,

ng +I1a >

NHQO) for i™ gridblock) at new time level when considering all the gridblocks. To solve

the non-linear equations, Newton method is used. Residual vector for the method (R )
consists of all the governing equations differentiated, and the unknown vector is
X=(X|,Xp,...Xp, ). X is considered as a solution vector at new time level generally

when it satisfies R(X)~0. To search for the solution vector, X is updated by
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- ~old - - . , =-old, - 2 -old .
x " =x"" +AX where AX is obtained from J(X0 )AX=—R(XO ) which can be

rewritten as follows.

J11 J1,2 o Jiny A%, R
Jog J2p e oy Mol Ry (2.37)
an’] an,z an,nb b np
where
R, R, R, R, R, R,
aNLj aNnC,j aNnc 11, aNncﬂla,J 8PJ 8NH20,J
ale,i 8Rm1 . (3le . ale . 8Rm1 . 8Rm1 .
N Ny Ny i Ny in; P, Np,0.;
aRmnc i aRmnc i Rmnc i aRmnc i My i aRmnc i
= ONj J ONp > aNnc +1,j aNnc t1y,] aPJ aNHZO J
Jij=
aRmnCH,i aRmt1c+l,i aRmnCH,i aRmnchl i Mp . +1,i My +1,i
aNLj aNnc . 6Nnc +1,j 6Nnc +n,.] 5Pj 6NH207J-
aRmnc+na Jd aRmnc+na,i 6Rmnc+na,i aRmnc-¢—na,i My, +ng,,i My 4+n,,i
aNl,j aNnC’j GNHC +1, GNHC ] 6Pj aNHzo,j
aRmHzo,i aRInHzO,i aRmHzo,i aRmHzo,i aRmHzo,i aRmHzo,i
6N1,j 8Nncjj 6Nnc+1’j aNnC +0,,] an 8NH207J-

A%; =(ANy,...,AN, AN, 4p.....,AN, o AP, ANy ) for i gridblock

ﬁi = (RV,Rml ,....R R R ,RmHZO) for ith gridblock

B P L B T

Figure 2.1 shows the flowchart to search a solution vector at new time level (n+1) using
Newton method. Bold letters are the names of the Fortran subroutines used in GPAS. A
new criterion to check the convergence has been implemented in addition to R(X) ~ 0.

The convergence is based on the pressure (AP) and saturation changes (AS;) being
‘sufficiently small’ for a given change of X by Newton iteration. This criterion is
preferred especially when large saturation changes may occur for very small changes in
composition during Newton iteration.
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Figure 2.1—Flowchart of Newton method for fully implicit chemical flooding model.
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Task 3: Validation and Application

Test cases were run on GPAS and the results were compared with both analytical
solutions and output from the miscible-gas flooding compositional simulator, UTCOMP
(Chang, 1990), or the chemical flooding simulator, UTCHEM (Delshad et al., 1996;
Delshad et al., 2002), to check the correctness of the code. The flash algorithm was
tested with a batch flash calculation for a binary mixture. A Buckley-Leverett problem
was run on GPAS and compared with the analytical solution and output from the
chemical flooding simulator UTCHEM. A comparison of the results from GPAS with
UTCOMP of an example simulation of carbon dioxide sequestration is also given. The
standard SPE fifth comparative solution project (Killough and Kossack, 1987) was
modified and simulations were carried out using GPAS and UTCOMP. The comparison
of these results from GPAS with UTCOMP for the modified SPE fifth comparative
solution project is discussed.

We performed a series of 2-D and 3-D surfactant/polymer flood simulations using both
the explicit and implicit formulations and have made comparison with UTCHEM
simulation results.

We have made numerous parallel simulations on up to 128 processors to study the
scalability of GPAS. We have made for the first time, a 1000,000 gridblock
surfactant/polymer flood simulation on 128 processors.

Batch Flash of Ethane-Propylene Binary Mixture

The goal is to verify the correctness of the flash calculations. The mathematical
formulation of the flash algorithm is discussed in Task 1. The test case considered here is
a mixture of ethane and propylene. The simulation domain dimensions are 5000 ft in
length, 500 ft in width and 20 ft in thickness. Since the simulation is a batch flash, there
is no well section in the input. The initial composition is 0.5 mole fraction each of ethane
and propylene. The details of the input file including the critical properties of the
components are given in Table 3.1. The simulation is run for one day. A program for
multi-component vapor-liquid equilibrium calculations using the Peng-Robinson cubic
equation-of-state, VLMU (Sandler, 1999) was also used as a basis for comparison.

UTCOMP and GPAS use the same form of PR EOS while VLMU uses a slightly
different form of PR EOS. For acentric factor values less than 0.49, all the three codes
use the same equations. The only difference is that GPAS and UTCOMP use a different
expression for the calculation of x (Eqs 1.28 and 1.29) for the acentric factor values
greater than 0.49 while VLMU uses the same expression for all values of acentric factors.
Since in this test case, the acentric factor for both the components is less than 0.49, all the
three codes essentially use the same PR EOS equations. The iteration tolerances in
UTCOMP and GPAS are set at 10®. The volume shift parameter functionality is
available in UTCOMP but is not implemented in GPAS and VLMU. Hence the volume
shift parameter is set to zero in UTCOMP.
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Table 3.1—Summary of Input Data for Ethane-Propylene Mixture Batch-Flash

Calculation
Dimensions (ft)
Length 5000
Width 500
Thickness 20
Porosity (fraction) 0.35
Permeability (md) 0.001
Reservoir Temperature (°F) 100
Initial Reservoir Pressure (psi) 435.11
Initial Composition (mole fraction)
C,Hs 0.5
C;sHs 0.5
Simulation Time (day) 1.0
Time Step Size (day) 0.1
Component Critical Properties:
W
T. P, Ve (dyne"*em'"/ MW;
Component  (°R) (psi)  (f£/Ib-mole) gm-mole) (Ibm/lb-mole) Wi
CyHe 549.72  708.36 2.3703 0.098 30.070 111
CsHg 657.00 670.07 2.899 0.148 42.081 40.0
Binary Interaction Coefficients:
C,Hs CsHg
C,Hs 0 0
C;sHs 0 0

Changing the binary interaction coefficient to 0, 0.01 and 0.05, three simulation runs
were made. The oil and gas phase compositions from GPAS, UTCOMP and VLMU are
compared in Table 3.2. The differences in the concentrations were based on VLMU
solution. The oil and gas phase molar densities obtained from GPAS and UTCOMP are
compared in Table 3.3. A reasonable agreement was obtained for the flash calculation
results between GPAS and UTCOMP.
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Table 3.2—Comparison of Phase Compositions From GPAS With
UTCOMP and VLMU in Ethane Propylene Batch - Flash Test Case

VLWL GFAS UTCOMP
Binary | Component
Interaction  |Concentration Final Absolte  |Difference Absolute |Difference
coefficient |(mole fraction] | Composition  |Soluten |Difference |Percentage |Solution Difference | Percentage
K C2HE 045 0.4498 0.0004] 0.0885889 04468 0.0032] 07111111
Y C2HE 062 0813 0.007] 11290323 061005 0D00995| 160483587
A C3HE 055 05504 -0.0004) -0.072727 065332 -D.00332| 0603636
0 Y C3HE 038 0,387 -0007] -1.842105 033905 -0.00995| -2 618421
X C2HE 04348 0.4399] -0.0051) -1.172953 043064 0.00416| 08567617
Y C2HE 0.6007 06001 0.0005]| 00298835 059567 000403 0B70854
A C3HE 05651 0.5601 0.005) 0.8847982 056836 -000426| 0753848
0.01 Y C3HE 0.3993 03299 -0.0008 -0150263 040333 -0.00403| -1 009266
X C2HE 0.3701 0.3688 0.0012] 0.3512564 0.36606] 0.00404| 1.0915969
Y C2HE 055 0549 0.001] 01818182 054514 000386| 07018182
A C3HE 0.6299 06312 -000713) -0.206382 063388 -000408| 0647722
0.05 Y C3HE 045 0451 -0.001| -0,222322 045386 -0.00386| 0857778
KCZHE concentration of Ethane in the ol phase
Y C2HE concentration of Ethane in the gas phase
KC3HE concentration of Propylene in the oil phase
Y C3HE concentration of Propylens in the gas phase

Table 3.3—Comparison of Phase Molar Densities From GPAS With UTCOMP
and VLMU in Ethane Propylene Batch - Flash Test Case

GPAS UTCOMP ABSOLUTE DIFFERENCE
Qil Phase as Phase |QilPhase |Gas Phase 5as Phase
Binary  |Molar Wolar Wolar Wolar Qil Phase Wolar
Interaction |Density Density Density Density Molar Density |Density
coefficient [(bmolft3)  |(lbmolft3)  [{bmolft3)  |(lbmolft3)  [{bmol/ft3) {lbmalft3)
0 B 9762E-01[1.1366E-01|6 9702E-01[ 1 1360E-01] 59721E-04|5 8230E-05
0.01 063949 01138 063943 01137 57580E-04| 5 6940E-05
0.05 0 6364 01141 06859 01140]  50027E-04] 6 3020E-05

Buckley Leverett 1-D Water Flood

The Buckley-Leverett problem was chosen as a test problem because there is an
analytical solution available for comparison. This problem often serves as a test for new
numerical methods and as a building block of simulation models involving simultaneous
flow of immiscible fluids in porous media.

The problem considered is a one-dimensional waterflood in a gas free, homogenous,
isotropic reservoir. The homogenous permeability is 500 md. The simulation domain
extends to 400 ft in the x direction, 1 ft in the y direction and 1 ft in the z direction. A
40x1x1 grid was used for this run. The initial water saturation in the reservoir is 0.1. The
only injector is located at gridblock (1,1,1) and the only producer is located at gridblock
(40,1,1). The initial reservoir pressure is 1500 psia. Water is injected at a constant
bottom hole pressure of 2000 psia and the producer is maintained at a constant bottom
hole pressure of 1500 psia. The relative permeability curves used for this problem are
shown in Fig. 3.1. The two-phase relative permeability tables, used in GPAS, were

63



generated based on these functions. The end point mobility ratio is 3.15. The reservoir
description, the hydrocarbon component properties and the time step details of the input
file are given in Table 3.4. The fractional flow curves of oil and water are presented in
Fig. 3.2. The water saturation profile results from GPAS, at different injected pore
volumes, was compared with the output from UTCHEM and the analytical solution in
Fig. 3.3. The one-point upstream weighting numerical method is employed for this
simulation in GPAS, while both one point upstream and third order TVD (total variation
diminishing) methods are employed in UTCHEM. A constant time step of 0.1 days in
used in UTCHEM while in GPAS the maximum time step is 0.0005 days and the
minimum time step is 0.00001 days. When the third order TVD numerical method (total
variation diminishing) is used in UTCHEM, its results are closer to the analytical solution
than when the one point upstream weighing method is used.
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Figure 3.1—OQil/water relative permeability curves used in the Buckley Leverett
problem.
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Table 3.4—Summary of Input Data for One-Dimensional Buckley Leverett Problem

Dimensions (ft)

_ Sw _Swr K?Z =
1- Sor - Swr n=4
Ky = K(r)l (S)m Sor =0

Length 400
Width 1
Thickness 1
Porosity (fraction) 0.25
Permeability (md) 500
Initial Water Saturation (fraction) 0.1
Reservoir Temperature (°F) 130
Initial Reservoir Pressure (psi) 1500
Initial Composition (mole fraction)
C]()sz 1.0
Water viscosity (cp) 1.0
Oil viscosity (cp) 3.1527
Water Compressibility (1/psi) 3.0x107
Rock Compressibility (1/psi) 0.0
Simulation Time (day) 75.0
Minimum Time Step Size in GPAS (day) 0.00001
Maximum Time Step Size in GPAS (day) 0.0005
Constant Time Step Size in UTCHEM (day) 0.00001
Injector Well Location (I,J,K) (1,1,1)
Injection Bottomhole Pressure (psi) 2000
Injection Fluid Composition
CioH2 0.0
H,0O 1.0
Producer Well Location (I,J,K) (40,1,1)
Production Bottomhole Pressure (psi) 1500
Producer Well Location (I,J,K) (40,1,1)
Production Bottomhole Pressure (psi) 1500
Component Critical Properties:
Ve ; MW,
T, P. (i /b- (dyne™em™”/  (Ibm/Ib-
Component (°R) (psi) mole) gm-mole) mole)
1111.8 304.0 12.087 0.488 142.3

Relative Permeability Functions Used for Generating Tables:

Ko =K, (1= S)n

b
431
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Figure 3.2—Fractional flow curve of water in the Buckley Leverett problem.
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Figure 3.3—Comparison of the water saturation profile from GPAS with the
analytical solution and the result from UTCHEM at 0.1, 0.2 and 0.3 pore volumes
injected for one-dimensional Buckley Leverett waterflooding problem.
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Carbon Dioxide Sequestration Case

The injection of carbon dioxide into a two-dimensional, isotropic, homogenous aquifer
was simulated. After making the simulations with GPAS and UTCOMP, the pressure,
saturation and composition profiles were compared.

The simulation domain is 500 ft in length, 500 ft in width and 100 ft in thickness. A
5x5x1 grid was used for this simulation. Water is treated here as a component so that the
solubility of the carbon dioxide in the liquid water phase can be calculated from the
equation-of-state. Phase 2 is the active liquid water phase and phase 3 is the gas phase in
these simulations. The usual water phase is 1, but it plays no significant role in these
simulations. Its saturation was a constant equal to 0.2. Carbon dioxide is injected into
the aquifer through the injector located at gridblock (1,1,1) at a bottom hole pressure of
2000 psi. The producer well is located at gridblock (5,5,1) with a constant bottom hole
pressure of 1000 psi. The initial reservoir pressure is 1500 psi. Figure 3.4 shows a
diagram of the reservoir. A summary of the input data is given in Table 3.5.

The simulation is carried out for 100 days using GPAS and UTCOMP and pressure,
saturation and composition profiles at the end of 100 days compared with good
agreement. The pressure profile along the x-axis has been plotted for every Y index in
Fig. 3.5. The gas saturation profile along the x-axis was plotted for every Y grid index in
Fig. 3.6. The compositions of the water phase and the gaseous phase at the end of 100
days from GPAS and UTCOMP are given in Table 3.6. The absolute differences
between the compositions obtained from GPAS and UTCOMP at the end of 100 days are
given in Table 3.7.

=
b= /1 7 =
L,Y=4/ / /
LV=V | /S S/ )

f“{:z lNJ'ECTDRT / /
- / /S S

L#=2 LX=3 LX=4 Lx=5

Figure 3.4—Schematic reservoir geometry (quarter five spot) for the CO2
sequestration problem.
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Table 3.5—Summary of Input Data For Two Dimensional Carbon Dioxide
Sequestration Problem

Dimensions (ft)

Length 500
Width 500
Thickness 100
Porosity (fraction) 0.25
Permeability (md) 10
Initial Water Saturation (fraction) 0.2
Reservoir Temperature (°F) 140
Initial Reservoir Pressure (psi) 1500
Initial Composition (mole fraction)
CO, 0.002
H,O 0.998
Water viscosity (cp) 0.79
Water Compressibility (1/psi) 6.7x107
Rock Compressibility (1/psi) 0.0
Simulation Time (day) 100.0
Constant Time Step Size (day) 0.1
Injector Well Location (I,J,K) (1,1,1)
Injection Bottomhole Pressure (psi) 2000
Injection Fluid Composition
CO, 0.999
Producer Well Location (I,J,K) (5,5,1)
Production Bottomhole Pressure (psi) 1000
Component Critical Properties:
Ve ; MW;
T, P. (i /b-  (dyne” em'”/  (1bm/1b-
Component (°R) (psi) mole) gm-mole) mole) Y
CO; 547.5 1071.0 1.505 0.23 44.01  49.0
H,O 1165.14 3207.4  0.79890 0.34400 18.02  100.0
Binary Interaction Coefficients:
CO, H,O
CO, 0 -0.085
H,O -0.085 0
Relative Permeability Functions Used for Generating Tables:
3 3
K, = 0.4089(81 O'ZJ K3 = 0.39(—S3 O'OSJ
0.5 0.6
0.7-8, \ 0.65 -85 )72
Ko :( T lj K,y = 0.83886(T3J

Capillary Pressure Functions Used for Generating Tables:
Py1 =0.05+255.5328exp(-8.689S;) P, =6.00524x10~* exp(13.544618S;)
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Figure 3.5—Comparison of the pressure profile along the x-axis obtained from
GPAS with UTCOMP at the end of 100 days for CO2 sequestration problem.
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Figure 3.6—Comparison of the gas saturation profile along the x-axis from GPAS
with UTCOMP at the end of 100 days for the CO2 sequestration problem.
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Table 3.6—Comparison of Mobile Water Phase and Gas Phase Compositions From
GPAS With UTCOMP for Carbon Dioxide Sequestration Problem

GPAS RESULT UTCOMP RESULT
C02 molefraction in the Mobile Water Phase C02 molefraction in the Mobile Water Phase
LX/LY (i) a0 150 2450 J50 450] LX/LY (i) S0 150 250 350 450]
bl 0.0215 0.0211 0.0207 0.0201 0.0045) 50| 0.021576( 0.02113| 0.020E71] 0.020119| 0.004552
1500 00211 00208 00204) 034 0003 150 0.02113] 0020841 [ 0.020395] 0.013635] 0003108
250 0.0207 0.0204 0.0193 0.0053 0.0024 250| 0.020671| 0.020395( 0.019607| 0.005362( 0.002413
350 0.0201 0.0134 0.0053 0.0029 0.0022) 350| 0.020119) 0.013635( 0.005362| 0.002024( 0002178
450 00049 0.0031 00024 00022 0,001 450) 0004552 0003108 0002413 0.002178] 0002074
H20 molefraction in the Mobile Water Phase H20 molefraction in the Mobile Water Phase
LXJLY (ff) pill] 150 250 Jal 450] LX/LY () sl 150 ] 250 450
50 0 9785 0.9789 0.9793 0.9799 0.9551 50| DS7B42( 097ES7| DS7533) 0.97%86| D0.99505
150 0.9739 0.8732 0.9796 0.9E56 0.9569) 150 D.87ES7| 087916 0.9796] D0.98616| 0.2963%
250 09793 09796 09607 09947 09576 250 057533 09796 058019 099464 089759
350 0.9799 0.9E56 0.9547 0.9571 0.9576) 350 D0.57596| 0.98616| D.S9464| D.99Y06|[ 0.99782
450 10,9551 0.95%9 095976 095978 109579 450| 0.89505( 089689 030758 089782 0.89793
C02 molefraction in the Gas Phase C02 molefraction in the Gas Phase
LX/LY () bl 150 250 F50 4a50] [Lx/LYif a0 150 250 350 450
0| 0S9e0B| 09638 09863 09635 0 a0 058077 0.983068) 090641| 088853 0
150 0 96368 0.9655 0.9675 u] u] 150| 0.598336| 098556 098758 u] u]
Zal 0 9653 0.89E75 a] u] i 2a0| 0.53641| 0887568 098538 u] 0
350 0 9685 u] 0 u] 0 350| 098653 u] ] a] 0
450 u] u] ] u] u] 450 u] u] u] u] u]
HZ20 molefraction in the Gas Phase HZ20 molefraction in the Gas Phase
LXILY{f() a0 150 250 J50 450| LX/LY(f() A0 180 250 350 450
a0 0.0192 0.0162 0.0137 00115 u] 80| 0.019229( D.01E12| 0.013538] 0.011473 0
150) 0ME2[ 00145 00125 0 0 150 D01E12] 0.0144359) 0012419 i 0
250 0.0137 0.0125 ] u] u] 250| 0.013536) 0.012419( 0.010822 u] u]
Ja0 0mis u] i) u] i 350 0011473 u] i) u] 0
450 a] a] ] a] 0 450 u] u] ] a] 0

Table 3.7—Absolute Differences in Mobile Water Phase and Gas Phase
Compositions From GPAS With UTCOMP for Carbon Dioxide Sequestration
Problem After 100 Days

C02 molefraction in the Mobile Water Phase C02 molefraction in the Gas Phase
LX/LYift) 50 150 250 350 4501  |LX/LY(fY 50 150 250 350 450
50| -7.6E-D5 -3E-05] 29E-05| -1.9E05| 52E05 50 JE-05 -9E-05] -0.00011 -3E-05 0
150 -JE-05| -4.1E-05 SE-06| -0.00044| -7.6E-D8 150 -8E-05 -BE-05 -BE-05 0 0
250) 29E-05 5E-OB| -0.00051] -6.2E05| -1.3ED5 250| -0.00011 -8E-05] -0.98938 0 0
350| -1.9E-05| -0.00044| -6.2E-05| -24E-05| 217E-D5 350 -3E-05 0 0 0 0
450 -5.2E-06| -7 BE-OB| -1.3E-05| 2.17E-05| 2 56E-05 450 0 0 0 0 0

H20 molefraction in the Mobile Water Phase H20 molefraction in the Gas Phase
LX/LYift) 50 150 250 350 4501  |LX/LY(fY) 50 150 250 350 450
50 BE-05 3E-05 -3E-05 2E-05 5E-D5 a0 -28E-D5 BE-O5| 0.000112] 27ED5 0
150 IE-05 4E-05 0] 0.00044 1E-05 150 BE-05| E1E-05] B8.1E-05 0 0
250 -3E-05 0| 0.00051 BE-05 1E-05 250) 0.000112) BAE-D5] -0.01082 0 0
350 2E-05] 0.00044 BE-05 2E-05 -2E-05 3500 2.7E-D5 0 0 0 0
450 5E-05 1E-05 1E-05 -2E-05 -3E05 450 0 0 0 0 0

Six-Component Compositional Simulation Example

This test is a modified version of the SPE fifth comparative solution problem. The
hydrocarbon phase consists of six components. The hydrocarbon component critical
properties are given in Table 3.8. Two-dimensional and three-dimensional simulations of
the same problem were run to verify the correctness of the two- and three-dimensional
features of the simulator.
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Table 3.8—Summary of Component Critical Properties and Binary Interaction
Coefficients for Two-Dimensional Six Component Simulation Example

Component Critical Properties:

V. w; MW;
T, P. (i /1b-  (dyne” em'”/  (1bm/1b-
Component (°R) (psi) mole) gm-mole) mole) Y
CH,4 343.0 667.8 1.599 0.013 16.0 71
C;Hg 665.7 616.3 3.211 0.152 44.1 151
CeHi4 913.4 436.9 5.923 0.301 86.2 271
CioHas 1111.8 304.0 10.087 0.488 142.3 431
CisHs» 1270.0 200.0 16.696 0.650 206.0 631
CooHyo 1380.0 162.0 21.484 0.850 282.0 831
Binary Interaction Coefficients:
CH4 C3Hg CeHi4 CioHa CisHzo CyoHao
CH4 0 0 0 0 0.05 0.05
C;Hg 0 0 0 0 0.005 0.005
Ce¢Hi4 0 0 0 0 0 0
CioHas 0 0 0 0 0 0
CisHs» 0.05 0.005 0 0 0 0
CooHyo 0.05 0.005 0 0 0 0

Two Dimensional Quarter Five Spot Case

A quarter five spot pattern (5x5x1) is used for this run. The reservoir description and the
well constraints are presented in Table 3.9. The simulation domain comprises of 500 ft in
the x direction, 500 ft in the y direction and 100 ft in the z direction. The injector well is
located at (1,1,1) and the producer well is located at (5,5,1). Gas is injected into the
reservoir and it pushes the oil towards the producer. The water phase is immobile. The
pressure profile and the saturation profile at the end of 100 days obtained from GPAS and
UTCOMP was compared and a good agreement was obtained. The pressure profile along
the x-axis has been plotted for every Y index in Fig. 3.7. The oil saturation profile and
the gas saturation profile along the x-axis for every y index is plotted in Figs. 3.8 and 3.9
respectively and as shown there is a reasonably good agreement obtained between the
two simulator results. This supports the correctness of the two dimensional three phase
compositional capabilities of GPAS.
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Table 3.9—Summary of Input Data for Two-Dimensional Six Component
Simulation Example

Dimensions (ft)
Length
Width
Thickness
Porosity (fraction)
Permeability (md)

Initial Water Saturation (fraction)

Residual Water Saturation (fraction)

Reservoir Temperature (°F)

Initial Reservoir Pressure (psi)

Initial Composition (mole fraction)

CHy4

CsHs

CeHi4

CioH2

CisHs,

CroHa
Water viscosity (cp)
Water Compressibility (1/psi)
Rock Compressibility (1/psi)
Simulation Time (day)

Constant Time Step Size (day)

Injector Well Location (I,J,K)

Injection Bottomhole Pressure (psi)

Injection Fluid Composition
CHy4
CsHs
CeHi4

Producer Well Location (1,J,K)

Production Bottomhole Pressure (psi)

500
500
100
0.35
10
0.2
0.2
160
1500

0.5
0.03
0.07

0.2
0.15
0.05

0.337
3.0x10°°
1.0x10°°

100.0

0.1

(1,1,1)

2000

0.77
0.20
0.03
(5,5,1)
1000

Relative Permeability Functions Used for Generating Tables:

3
S, -0.2
K,y =0.4089| -1
0.5

0.7-8; \
K21 = 03

K3 = 0.39(

2.1952
0.65-S
KI‘23 = 083886(T3j

S3-0.05)
0.6

Capillary Pressure Functions Used for Generating Tables:

P

C

21 = 0.05+255.5328exp(-8.689S, )

P53 = 6.00524x10~* exp(13.544618S;)
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Figure 3.7—Comparison of the pressure profile along the x-axis from GPAS with
UTCOMP at the end of 100 days for the six component problem.
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Figure 3.8—Comparison of the oil saturation profile along the x-axis from GPAS
with UTCOMP at the end of 100 days for the six component problem.
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Figure 3.9—Comparison of the gas saturation profile along the x axis from GPAS
with UTCOMP at the end of 100 days for the six component problem.

Three Dimensional Case

A 10x10x5 finite difference grid was used as shown in Fig. 3.10. The input data
summary for this run is given in Table 3.10. The critical properties and the binary
interaction coefficients are given in Table 3.8. The injector well and the producer well
are completed through all the five layers. The injector is located at (1,1) and the producer
well is located at (10,10). Gas is continuously injected at a constant bottomhole pressure
of 1700 psi and the producer well is constantly maintained at 1300 psi. The initial
reservoir pressure is 1500 psi. The water phase is immobile. The test case is run using
GPAS and UTCOMP for a simulation period of two years. The pressure distribution,
fluid saturations and concentrations from GPAS compared well with UTCOMP. The
plots of the pressure profile along the x axis for the even grid index in the Y direction and
only for the top layer at the end of two years is plotted in Fig. 3.11. The oil saturation
profile and the gas saturation profile along the x-axis, only for the extreme Y grid index
in the top layer and at the end of two years, from GPAS and UTCOMP were compared in
Figs. 3.12 and 3.13 respectively. The average reservoir pressure history from GPAS and
UTCOMP were compared in Fig. 3.14. The overall production gas oil ratio comparison
plots are shown in Fig. 3.15.
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Figure 3.10—Schematic reservoir geometry for the three dimensional six
component simulation case.

1700 T T T T T T T T
HER I N B R
1650 + - - =TT - ST oo
— |
_____ |
1600 1 1‘
P 1550 - --—--- - - -~ R R e A i p --
&I |
> 1500 1 R R
ﬁ - - - GPAS-Ly2 l l
W ool | ——UTCOMP-Lya | ' ' ' AN o
o 1490 - - - GPAS-Ly4 ] 1 i h :
— UTCOMP-Ly6 | | | |
1400 - - - - - GPAS-Ly6 A -
—— UTCOMP-Ly8 } } } } 0
- - - GPAS-Ly8 | | | | |
1350 | | UTCOMP-Lyto [ 1 T oeees SRR
- - - GPAS-Ly10 : : : : :
T T T
1300 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 50 100 150 200 250 300 350 400 450 500

DISTANCE ALONG X AXIS, FT

Figure 3.11—Comparison of the pressure profile along the x-axis from GPAS with
UTCOMP for the six component case at the end of two years.
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Figure 3.12—Comparison of the oil saturation profile along the x-axis from GPAS
with UTCOMP for the six component case at the end of two years.
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Figure 3.13—Comparison of the gas saturation profile along the x-axis from GPAS
with UTCOMP for the six component case at the end of two years.

76



1.70E+03

1.65E+03 ~

psia

. 1.60E+03 -

1.55E+03

o

o

m

+

o

w
I

1.45E+03 -

1.40E+03 ~

Average Reservoir Pressure

1.35E+03 -

1.30E+03

0 100 200 300 400 500 600 700 800
Time, days
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Figure 3.15—Comparison of the producer GOR (gas-oil ratio) history of GPAS with
UTCOMP result for the six component case.
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Table 3.10—Summary of Input Data for Three-Dimensional Six Component
Simulation Example

Dimensions (ft)

Length 500
Width 500
Thickness 150
Porosity (fraction) 0.35
Permeability (md) 10
Initial Water Saturation (fraction) 0.2
Residual Water Saturation (fraction) 0.2
Reservoir Temperature (°F) 160
Initial Reservoir Pressure (psi) 1500
Initial Composition (mole fraction)
CH4 0.5
C;Hg 0.03
CeHis 0.07
CioH2 0.2
CisHs, 0.15
CaoHaz 0.05
Water viscosity (cp) 0.337
Water Compressibility (1/psi) 3.0x107
Rock Compressibility (1/psi) 1.0x10°
Simulation Time (day) 730.0
Constant Time Step Size (day) 0.1
Injector Well Top Location (I,J,K) (1,1,1)
Injector Well Bottom Location (I,J,K) (1,1,5)
Injection Bottomhole Pressure (psi) 1700
Injection Fluid Composition
CH4 0.77
C;sHg 0.20
CeHia 0.03
Producer Well Top Location (I,J,K) (10,10,1)
Producer Well Bottom Location (I,J,K) (10,10,5)
Production Bottomhole Pressure (psi) 1300
Relative Permeability Functions Used for Generating Tables:
3 3
K, = 0.4089(81 02 j K3 = 0.39(M]
0.5 0.6
0.7-5, 0.65-S; 102
KI‘ZI = ( 05 1 j KI‘23 = 083886(T3j

Capillary Pressure Functions Used for Generating Tables:

Pyp =0.05+255.5328exp(—8.689S1)  P_,; =6.00524x107* exp(13.544618S;)
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Chemical Module Tests—EXxplicit Formulation

The chemical module of the GPAS simulator has been validated by comparing results
with analytical solutions for one dimensional aqueous species transport and with the
results of The University of Texas Chemical Simulator (UTCHEM). In this section, we
present a comparison with UTCHEM that has been validated by comparisons with
analytical solutions, laboratory surfactant floods and a variety of laboratory and field
results.

2-D Surfactant/Polymer Simulation, Case 1

A two-dimensional test case was setup to model surfactant-polymer slug injection in a
quarter of five-spot well pattern. The input data used is summarized in Table 3.11. The
reservoir is 480 ft in each direction modeled by a 15x15 grid. The rock properties and
relative permeability input are set for typical water wet conditions. The polymer
viscosity parameters resulted in viscosity of about 12 cp at the maximum polymer
concentration used in the simulation (0.05 wt%). The oil phase was modeled using single
component n-decane and the resulting phase properties (as computed by the EOS model)
were used in UTCHEM. It must be noted that UTCHEM uses constant fluid
compressibility and density whereas these are updated for each timestep of the EOS
model based on the composition and pressure. For the sake of comparison, model
parameters are set to allow not much variation in fluid properties over the range of
changes encountered during the run.

The results are compared with UTCHEM output in Figs. 3.16 through 3.25. The
surfactant, tracer and polymer concentration histories agree well (Figs. 3.16, 3.17 and
3.18). Figures 3.19 and 3.20 show the polymer concentration profiles at 0.5 PV injected,
which agree well. The surfactant concentration profiles at the same time are shown in
Figs. 3.21 and 3.22. The UTCHEM profile shows a slightly larger spread than GPAS.
The oil saturation profiles (Fig. 3.23 and 3.24) show the effect of the chemical slug. The
mobilized oil is pushed ahead of the surfactant forming an oil bank and leaving very little
oil in the swept region of the reservoir. UTCHEM oil saturations are slightly lower in the
swept region because it accounts for additional oil removal by solubilization. Figure 3.25
shows the comparison of oil production rates and cumulative oil recovery. The
breakthrough times for the oil bank and the oil production rates are in satisfactory
agreement. The cumulative oil recovery using UTCHEM is 7% higher than for GPAS
due to the additional solubilized oil not accounted for in GPAS.
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Table 3.11—Input parameters used for Case 1

Property Value
Reservoir Size 4801t x 4801t x 501t
Reservoir Gridblock Size 32ft x 32ft x 50ft
Number of Gridblocks I5x15x1
Matrix Permeability 540 md
Matrix Porosity 0.136
Initial Water Saturation 0.75
Initial Pressure 200 psi
Water Viscosity Lep
Oil Viscosity 2.6 ¢cp
Oil Specific Gravity 0.3858 psi/ft
Oil Compressibility 3x10°° 1/psi
Polymer Viscosity Parameters 81,2700, 2500
Surfactant Properties
Heights of Binodal Curve 0.07, 0.04 vol. fraction
Salinity Limits 0.177, 0.25 meq/ml
CMC 0.0001 vol. fraction

Adsorption Parameters
IFT Correlation Parameters (a,c)

Relative Permeability Model
Residual Saturations at Low Trapping Number
Residual Saturations at High Trapping Number
Endpoints at Low Trapping Number
Endpoints at High Trapping Number
Exponents at Low Trapping Number
Exponents at High Trapping Number
Trapping Number Parameters

Injection Rate

Production Constraint (BHP)
Chemical Slug Size
Chemical Slug Composition

Chase Fluid Composition

Simulation Time

1.5, 0.5, 1000
9,02

0.14, 0.25,0.0

0.0,0.0,0.0

0.106, 0.8, 0.0

1.0, 1.0, 1.0

2.1,1.7,0.0

0.48,1.5,0.0

364, 59074, 364

1.0, 1.0, 1.0

3000 ft’/day

200.0 psi

0.2 PV

0.17 meg/ml salt, 0.05 vol.
fraction, surfactant, 0.05 wt %
polymer, water, tracer

0.17 meqg/ml salt, 0.05 wt %
polymer, water

2 PV
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Figure 3.19—Polymer concentration (GPAS) at Td=0.5 PV.
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Figure 3.20—Polymer concentration (UTCHEM) at Td=0.5 PV.
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Figure 3.21—Surfactant concentration in fluid (GPAS) at Td=0.5 PV.

82



Injector Concentration,
vol. fraction
0.03

0.02

480 ft

0.01

v { 0.00
480 ft "

Figure 3.22—Surfactant concentration in fluid (UTCHEM) at Td=0.5 PV.

A

Injector
A .’.

Saturation

0.04

0.03

480 ft

0.02

0.01

0.00

480 ft
Figure 3.23—Oil saturation profile (UTCHEM) at Td=0.5 PV.
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Figure 3.25—Comparison of oil production rate and cumulative oil production for
Case 1.

3-D Surfactant/polymer simulation, Case 2

The 3-D reservoir simulated in this example is an idealization of a light oil mid-continent
US sandstone reservoir. This reservoir is assumed to be waterflooded to an initial oil
saturation of about 0.30. Since the assumed waterflood residual saturation is 0.25, most
of the oil production after the start of the chemical flood can be considered tertiary oil
recovery. The reservoir is 3500 ft deep and 140 ft thick. The oil viscosity is 7.78 cp.
The permeability distribution was generated by a stochastic method with a geometric
mean of about 50 md and a Dykstra-Parsons coefficient of 0.80. A spherical variogram
and a log-normal permeability distribution were used. Correlation lengths of 660 ft in the
x and y directions and 28 ft in the z direction were used. Figure 3.26 shows the
permeability field. The vertical permeability was 10 md. A uniform porosity of 0.136
was used. The well arrangement is a quarter symmetry element of a forty-acre five-spot
well pattern. The injection and production wells were located in the opposite corners and
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perforated across the entire reservoir thickness.

Both wells are operating at constant

bottom hole pressure. The reservoir and fluid properties are given in Table 3.12.

Figure 3.26—Permeability profile.

Table 3.12—Input Parameters for Case 2

Property

Value

Reservoir Size

Reservoir Gridblock Size
No. of Gridblocks
Matrix Permeability

Matrix Porosity
Initial Water Saturation
Water Viscosity
Oil Viscosity
Oil Specific Gravity
Oil Compressibility
Polymer Viscosity Parameters
Surfactant Properties
Heights of Binodal Curve
Salinity Limits
CMC
Adsorption Parameters
Initial Reservoir Pressure
Injection Pressure
Production Constraint (BHP)
Chemical Slug Injection Time
Chemical Slug Composition

Polymer Drive Injection Time
Polymer Drive Composition
Post Flush

Simulation Time

6601t x 660ft x 1401t

601t x 601t x 28ft

I1x11x5

Stochastic, MDM method using Vpp=0.8, Kae=50mD
(geom), 180mD (arithmetic)

0.136

0.7

0.7 cp

7.78 cp

0.2678 psi/ft

7.57x10°° 1/psi

81,2500, 2700

0.016, 0.01 vol. fraction

0.55, 0.91 meg/ml

0.00006 vol. fraction

1.0, 0.5, 1000

900 psi

1500 psi

100 psi

800 days

0.54 meg/ml salt, 0.01 vol. fraction, surfactant, 0.05
wt % polymer, water

600 days

0.54 meqg/ml salt, 0.05 wt % polymer, water

0.54 meqg/ml brine

2500 days
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A chemical slug containing 0.01 volume fraction surfactant and 0.05 wt% (500 ppm)
polymer was injected followed by a polymer drive of the same concentration and lastly a
water drive. The salinity was constant and equal to 0.5 4 meg/ml (19,500 ppm), a value
below the optimum salinity i.e. in the Type II(-) region. The relative permeability and
interfacial tension correlation parameters are the same as in Case 1. No alcohol was
needed with this surfactant. The surfactant/polymer slug was injected for 800 days and
polymer drive was injected for 600 days. The model was setup and simulated both in
GPAS and UTCHEM and the results are compared as discussed below.

The injection rate was about 500 STB/d during the chemical slug and then increased to
about 1800 STB/d during the water injection since it is less viscous (Fig. 3.27). Figure
3.28 shows the rate of oil production. Oil rate starts fairly low at less than 20 STB/d
during the chemical slug injection and it peaks at about 140 STB/d during the water
drive. The injection and production histories show good agreement between the
simulators. As discussed in Case 1, the cumulative oil recovery predicted by GPAS is
lower than UTCHEM by about 5% due to the neglect of solubilized oil. The average
reservoir pressure is compared in Fig. 3.29 and show excellent agreement for this
heterogeneous case. Several cross sections of the surfactant concentration at the end of
chemical slug of 0.10 PV and oil saturation during the water drive at about 0.5 PV are
shown in Figs. 3.30 and 3.31. Oil saturation at some locations was reduced to 0.05 from
the initial value of 0.30 at the end of the simulation period.

The intention here was not to optimize the chemical flood for this reservoir, but simply to
show a realistic simulation of a chemical flood with GPAS. A better chemical flood
design for this reservoir included horizontal wells.
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Figure 3.27—Injection rate and cumulative fluid injected for Case 2.
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Figure 3.31—Oil saturation distribution during post water flush at 0.5 PV.

3-D Surfactant/polymer simulation, Case 3

Many previous test runs have been performed using the fully implicit EOS compositional
model to simulate gas injection. The case described next was setup to test the parallel
performance of the simulator with the chemical model. An oil reservoir of dimensions
2400 ft x 2400 ft x 12 ft having 13 wells in a five-spot pattern was simulated (Fig. 3.32).
The numerical grid was 96x96x12 (110,592 gridblocks) in the x, y and z directions,
respectively. The fluid properties, relative permeability data and chemical parameters are
the same as for Case 1. The reservoir was initialized at residual oil saturation and 900 psi
pressure. The chemical slug injected in all the injection wells at a constant pressure of
1500 psi. The input data is summarized in Table 3.13.

A Dell Power Edge 1750 cluster was used as the test platform. Each node is a dual
processor Intel Xeon processor running at 3.06 GHz having 2 GB RAM and 533 MHz
bus speed. The nodes are connected by a 100 Mbps ethernet switch for communication.
The cluster runs Red Hat Linux v9.0 with GNU C/C"" and Portland Group Fortran 77/90
compilers version 5.0, MPICH version 1.2.4, which is a portable implementation of the
Message Passing Interface (MPI) from Argonne National Laboratory for parallel
communication, and PETSc version 2.1.6 with incomplete LU preconditioner and
Generalized Minimum Residual Algorithm (GMRES) solver.
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Figure 3.32—Well locations for Case 3.
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Table 3.13—Input parameters for Case 3

Property Value
Reservoir size 24001t x 24001t x 961t
Reservoir gridblock size 25ft x 251t x 8ft
No. of gridblocks 96 x 96 x 12
Initial pressure 900 psi
Injection rates 1000 STB/day
Production pressure 500 psi
Number of injection wells 9
Number of production wells 4
Well pattern Five spot pattern

Figure 3.33 shows the speedup of the run for 100 days of simulation time on two and four
processors. The curve is normalized against the timing from the single processor run.
The performance speedup is reduced with more processors because of the insufficient
amount of computational task for each processor as the domains becomes smaller. Figure
3.34 shows the percentage of elapsed time used in the major computational tasks on
different number of processors. Though the overall elapsed time decreases, the fraction
of time spent in solver and MPI communication increases. The overall simulation time
for the surfactant/polymer simulation was observed to be only 15% longer than a
comparable waterflood simulation for the same case on a single processor.

A different indicator of parallel performance would be to keep the problem size per
processor constant and increase the number of processors. Also, the use of layered or
stochastic permeability fields affects the performance as reported in an earlier paper for
the EOS compositional model. We plan to perform larger surfactant/polymer floods with
stochastic permeability fields and with a larger number of gridblocks.
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Figure 3.33—Parallel performance speedup for Case 3.
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Chemical Module Tests—Fully Implicit Formulation

1-D Surfactant/Polymer Flood

The first validation test was based on a 1-D surfactant/polymer flood simulation with 100
gridblocks in the x direction. The purpose of this simulation was to compare the
formulation and the implementation of the fully implicit chemical module against both
UTCHEM and the explicit method of GPAS. The simulation domain consisted of 400 ft
in the x direction, 1 ft in the y direction and 1 ft in the z direction. An injector was
located at the grid index (1,1,1) operating at a constant rate of 0.5 STB/d and a producer
located at the (100,1,1) operating at a constant bottomhole pressure of 20 psi. Surfactant
slug contained 1% surfactant and 500 ppm polymer with a salt concentration of about
0.17 meqg/ml. The slug was injected for about 11.4 days followed by a polymer drive of
about 500 ppm concentration. A conservative tracer was also injected during the
chemical slug. The results are favorably compared with those of UTCHEM and GPAS
explicit formulation in Figs. 3.35 through 3.40.
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2-D Surfactant/Polymer Flood

A two-dimensional homogeneous test case was setup to model surfactant-polymer slug
injection in a quarter of five-spot well pattern using the fully implicit formulation. The
input data used is summarized in Table 3.11. The reservoir is 480 ft in each direction
modeled by a 15x15 areal grid. The permeability is isotropic and 540 md. A porosity of
0.136 with an initial oil saturation of 0.25 was used. The rock properties and relative
permeability input are set for typical water wet conditions. The chemical slug consisted
of 5% surfactant, 500 ppm polymer in a water at the salinity of 0.17 meq/ml. The
polymer viscosity parameters resulted in viscosity of about 12 cp at the maximum
polymer concentration used in the simulation (0.05 wt%). The chemical slug was
injected for 104.5 days followed by a polymer drive with a concentration of 500 ppm.
The oil phase was modeled using single component n-decane and the resulting phase
properties. The injection rate was 534 STB/d and the producer was operating under a
constant pressure of 200 psi.

The results are favorably compared with UTCHEM and GPAS explicit module in Figs.
3.41 through 3.46. The surfactant, tracer, and polymer concentration histories agree very
well (Figs. 3.44 through 3.46).
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Figure 3.41—Comparison of average reservoir pressure for 2-D surfactant/polymer
case.
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Figure 3.46—Comparison of polymer concentration for 2-D surfactant/polymer
case.

3-D Surfactant/Polymer Flood

The next validation of the fully implicit chemical module was based on a three-
dimensional homogeneous surfactant/polymer simulation. The reservoir is 400ft in x and
y direction with thickness of 4 ft modeled with 10x10x4 gridblocks. The permeability is
isotropic and 500 md. A porosity of 0.20 with an initial oil saturation of 0.3 was used. A
constant salinity surfactant/polymer flood was performed. The chemical slug consisted
of 1% surfactant and 500 ppm polymer at a salinity of 0.17 meq/ml. The chemicals were
injected for a period of 64 days followed by polymer drive with a concentration of 500
ppm. The injection rate was 142.475 STB/day and the production well was under a
constant pressure of 20 psi.

Historical results of average reservoir pressure, water production rate, oil production rate,
produced surfactant concentration, produced tracer concentration, produced polymer
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concentration are given in Figs. 3.47 through 3.52. The results of UTCHEM, GPAS
explicit, and GPAS implicit are not differentiable for this case.
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Figure 3.47—Comparison of average reservoir pressure for 3-D surfactant/polymer
case.
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Figure 3.48—Comparison of water production rate for 3-D surfactant/polymer case.
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Figure 3.49—Comparison of oil production rate for 3-D surfactant/polymer case.

0.0050
0.0045
0.0040
0.0035
0.0030
5 0.0025
0.0020
0.0015
0.0010
0.0005
0.0000

Surfactant concentration
produced (vol. fraction)

e UTCHEM
e GPAS (EXP)
— GPAS (IMP)

0.0

02 04 06 08 18 2.0

Pore volume injected

Figure 3.50—Comparison of surfactant concentration for 3-D surfactant/polymer

0.7

case.

0.6 1
0.5

0.4
0.3
0.2 1
0.1 -
0.0

(Ibmol/L)

——— UTCHEM
—— GPAS (EXP)
—— GPAS (IMP)

Tracer concentration produced

00 02 04 06 08 10 12 14 16 18 20

Pore volume injected

Figure 3.51—Comparison of tracer concentration for 3-D surfactant/polymer case.

97



0.06

c 0.05 A
S
g ]
£ 0.04 —— UTCHEM
£% 003 GPAS (EXP)
(3]
58 0.02 —— GPAS (IMP)
Es
S 0.01
o
0.00

00 02 04 06 08 10 1.2 14 16 18 20
Pore volume injected

Figure 3.52—Comparison of polymer concentration for 3-D surfactant/polymer
case.

Parallel Simulations

We have performed several simulations on Intel Xeon processors to study the scalability
of GPAS.

Benchmark Simulations

We conducted a series of benchmarks by running GPAS on an Intel Xeon-bases Linux
cluster and studied the scalability while using different interconnects for the cluster.

Our testing environment is based on a cluster consisting of 64 Dell PowerEdge 2650
servers interconnected with Fast Ethernet, Gigabit Ethernet, and Myrinet. Each
PowerEdge 2650 has two Intel Xeon processors running at 2.4 GHz with 512KB L2
cache, 2GB of DDR-RAM (double data rate RAM) memory operating on a 400 MHz
Front Side Bus. The chipset of PowerEdge 2650 is the ServerWorks GC-LE, which
accommodates up to six registered DDR 200 (PC1600) DIMMs with a 2-way interleaved
memory architecture. Each of the two PCI-X controllers on the 2650 has its own
dedicated 1.6 GB/s full duplex connection to the North Bridge to accommodate the peak
traffic generated by the PCI-X busses it controls.

The operating system installed for the cluster is RedHat Linux 7.3 with kernel version
2.4.18-4smp. The GPAS is compiled with Portland Group C/C++ and FORTRAN 77/90
compilers, and the PETSc library.

Simulation Model

In this example, the reservoir description is layered with permeability different in each
direction, and permeability in z-direction is 10 times smaller than the permeability in x-
direction. In addition, the size of the reservoir simulated is 7.3 miles in x direction, 24.25
miles in y direction and 500 feet in z direction. The reservoir domain is divided into
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197,120 blocks with 77x256x10 scheme. This leads to 1.5 million unknowns solved at
each time-step simultaneously. There are 34 production wells and 54 injection wells
totaling 88 wells scattered across the reservoir in a staggered line drive pattern. 100 days
of gas injection is simulated. To run the case, the GPAS requires a total of 1.7GB
memory.

Performance Metric

The efficiency in parallel applications is usually measured by speedup. In this study, the
term “speedup’ of a cluster with N processors is defined as

Speedup = 4
N

where t; is the amount of execution time by running on one processor and ty is the
amount of execution time spent with N processors. The ideal speedup of parallel
simulation with N processors is N, that is, the program runs N times faster. However, in
reality, as the number of processors becomes larger, we usually observe a speedup less
than N. The performance reduction is due to increasing inter-processor communication
or the memory contention arising from a cluster whose nodes are Symmetric Multi-
Processors (SMP) machines. Sometimes, it can be due to an unfavorable programming
style, in which the inefficient program does not decompose the application evenly. These
are known as the overheads that are not encountered if there is only one processor.

Results and Analysis

We have configured three different interconnects, Fast Ethernet, Gigabit Ethernet, and
Mpyrinet for our study. For this part of the study, only one processor per compute node is
used. Figure 3.53 shows the execution times (bars) and speedups (lines) of the simulation
case from one processor to 64 processors. The left y axis in the figure is the execution
time in terms of seconds and the right y axis is the performance speedup of the GPAS.
The GPAS has the best performance as well as the scalability (speedup) on the cluster
with Myrinet. In fact, the speedup at 16 processors is almost 20, a super linear speedup.
The performance difference becomes significant only after 16 processors.
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Figure 3.53—GPAS execution time and speedup plots for the case of 77x256x10
using single processor per node.

The simulation was constituted of several sections such as 1/0, Initialization, Linear
Solver, Viscosity and Relative Permeability, Residuals, Ghost Region, Jacobian, and
Dependent Variables. These sections are timed individually during the simulation and
reported at the end. To identify which section of the GPAS is affected by which part of
the cluster configuration, we use the time spent on each section at a single processor as
the base to generate a speedup curve for each section of the code. Figure 3.54 shows the
speedup of each GPAS’s section for the large case (77x256x10) on the Myrinet cluster.
The plot shows that each section of the code has its own speedup rate from one processor
to 32 processors. The speedups of “Compute Residuals” and the “Update Viscosity and
Relperm” have a slope 2.5 that indicates these sections benefit considerably from the
aggregation of the memory bandwidth and cache sizes. The “Update Dependent
Variables” and the “Update Jacobian” sections have the speedup rate around 1.0. That
indicates the aggregated memory and cache effects on these sections are offset by the
communication overheads of having more processors. Finally, the speedup rates for the
two sections, “Total Linear Solver” and the “Initialization” are less than 1.0. That is
because these sections are communication sensitive and the performances are affected
more by the interconnect capacity than others.

Furthermore, we calculate the ratio of the time spent in each section for Fast Ethernet to
that of Myrinet, and plot the results in Fig. 3.55. The ratios clearly show that “Linear
Solver” and the “Initialization” are the most communication dependent sections and they
are the only two sections show relatively large difference from Fast Ethernet
configuration to Myrinet configuration. On the other hand, all other sections have ratio
of 1, which indicates the communication that required by those sections is minimal.
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Therefore, the differences between the two interconnect performance is not shown in
those sections.
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Figure 3.54—Speedup curves of each section for the simulation case (77x256x10)
using Myrinet as the interconnect.
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Figure 3.55—Execution time ratio of Fast Ethernet to Myrinet for each sections of
the larger simulation case (77x256x10).

Single-Processor vs. Dual-Processor

We continued our study in comparing the performances of GPAS for single-processor
and dual-processor per node configurations. Two processes running in a system will

101



compete for the memory resource. Particularly, the shared memory bus will be the
performance bottleneck, when the memory is accessed at the same time by the two
processes. In addition, the communication traffics generated by the two processes could
create another potential bottleneck on the I/O resource, such as the PCI bus or the
network interface card. Based on the general knowledge, we calculate the ratio of the
time spent in each section for single-processor to that of dual-processor runs performed
on the Myrinet cluster, and plot them in Fig. 3.56. Almost all the ratios are decreasing as
the number of processor increases. That shows the memory contention problem becomes
less as more processors are used. The reason is the data set per processor getting smaller,
which reduces the memory contention relatively. On the other hand, with the fact that as
the processor count increases, the communication among processes also increases, for the
communication sensitive sections such as the “Total Linear Solver Time”, the ratio is not
just considerably large, but also increases with the processor count.
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Execution Time Ratio
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Figure 3.56—Execution time ratio of single-processor to dual-processor for each
sections of the simulation case (77x256x10) on the cluster with Myrinet.

3-D Surfactant/Polymer Flood

A 3-D surfactant/polymer flood simulation was set up with 96x96x11 gridblocks
(101,376 gridblocks) and ran on both 16 and 32 processors. The gridblocks are 25 ft by
25 ft by 6 ft. The permeability was homogeneous and isotropic at about 540 md with a
uniform porosity of 0.336. The initial oil saturation was at a residual value of 0.3.
Several five spot patterns were chosen with injectors injecting at a constant rate of 1000
STB/d and the production wells at a constant pressure of 500 psi. The well pattern
consisted of 9 injectors and 4 producers as given in Fig. 3.57. The 500-day chemical slug
consisted of 5% surfactant, 500 ppm polymer at a salinity of 0.17 meq/ml. The slug
followed by a 500 ppm polymer drive.
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The simulation results were the same despite the number of processors used (Figs. 3.58
through 3.61). With the automatic time step option, the total CPU time for 2 pore
volumes of injection was 17.8 hrs and 10.2 hrs for 16 and 32 processors, respectively.
Figure 3.62 shows the time steps to demonstrate the advantage of large time steps using
the fully implicit chemical module. Time steps are initially small during the chemical
injection but it increases as high as 30 days after about 500 days of simulation. The
number of Newton iterations is given in Fig. 3.63. The number of iterations is on the
order of 10 with a peak value of about 50 at about 1500 days of injection. A copy of the
input file is given in Appendix D.
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Figure 3.58—Average reservoir pressure for the parallel surfactant/polymer flood
simulation (96x96x11).
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Figure 3.59—Water production rate for the parallel surfactant/polymer flood
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Figure 3.60—Oil production rate for the parallel surfactant/polymer flood
simulation (96x96x11).
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Figure 3.61—Cumulative oil recovery for the parallel surfactant/polymer flood
simulation (96x96x11).
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Figure 3.63—Number of Newton iteration for the parallel surfactant/polymer flood
simulation (96x96x11).

A Million-Gridblock 3-D Surfactant/Polymer Flood

A 3-D surfactant/polymer flood simulation was set up with over a million gridblock
(384x384x7 gridblocks) and ran on 128 processors. The gridblocks are 6 ft by 6 ft by 9
ft. The simulation area is about 122 acres with multiple five spot well patterns. The
permeability was homogeneous and isotropic at about 540 md with uniform porosity of
0.336. Water viscosity was 0.75 cp whereas that of the oil phase was 2.6 cp. The initial
oil saturation was 0.3 with the waterflood residual saturation of 0.25. Several five spot
patterns were chosen with injectors injecting at a constant rate of 1000 STB/d and the
production wells at a constant pressure of 500 psi. The well pattern consisted of 9
injectors and 4 producers as given in Fig. 3.57. The 125-day chemical slug consisted of
5% surfactant, 500 ppm polymer at a salinity of 0.17 meq/ml. The slug followed by a
500 ppm polymer drive with the same salinity of 0.17 meqg/ml. As the previous
simulation, there were 13 wells with 9 injection wells and 4 production wells. The

105



injectors were operated at a constant rate of 1000 STB/d and the production wells were
producing at a constant pressure of 500 psi. The simulation was run for 1200 days.

The simulation results are given in Figs. 3.64 through 3.66. Figure 3.67 shows the time
steps to demonstrate the advantage of large time steps using the fully implicit chemical
module. The automatic time step option was utilized in this simulation where the
minimum time step was 0.5 days and the maximum time step was 5 days. Time steps are
initially small during the chemical injection but it increases as high as 5 days. The
number of Newton iterations is given in Fig. 3.68. The number of iterations is on the
order of 10 with a peak value of about 8 at about 1150 days of injection.
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Figure 3.64—Average reservoir pressure for the parallel surfactant/polymer flood
simulation (384x384x7).

106



12000

10000 l_
8000
wat_e‘r

Production Rate (std/day)

6000 -
4000 |
2000 - oil —
0 ‘ ‘ ‘ ‘ ‘ ‘
0 200 400 600 800 1000 1200 1400

Time (days)

Figure 3.65—Total water and oil production rates for the parallel
surfactant/polymer flood simulation (384x384x7).
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Figure 3.66—Cumulative oil recovery for the parallel surfactant/polymer flood
simulation (384x384x7).

107



Timestep (days)
w

2 {
o+ ‘ ‘
0 200 400 600 800 1000 1200 1400
Time (days)

Figure 3.67—Time step values for the parallel surfactant/polymer flood simulation
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Figure 3.68—Number of Newton iterations for the parallel surfactant/polymer flood
simulation (384x384x7).
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CONCLUSIONS

This is our final report of the project and we gave our progress on Tasks 1 through 3. We
have formulated the mass conservation equations and physical properties for aqueous
species such as tracers, polymer, surfactant, and electrolytes. We formulated and
implemented the chemical module first as a hybrid method and then fully implicit.

Several new well operating conditions were added to facilitate the chemical flooding
simulations. A new automatic time step control was added for better numerical solution
stability and efficiency. The new implementation is based on the maximum change in
pressure, phase saturation, and molar concentration of each species. Several solvers were
also implemented and tested for robustness and efficiency. The default solver package is
PETSc developed at Argonne National Laboratory.

The fully implicit, equation of state, compositional model of GPAS was extended to
model chemical oil recovery processes. First, with the hybrid approach, the aqueous
species mass balance and associated surfactant/oil/water phase behavior are calculated
explicitly, but their influence on multiphase flow is modeled using a fully implicit
trapping number formulation. The simulation results were validated by comparison with
results from the explicit chemical flooding simulator, UTCHEM. Test runs were
performed with more than 100,000 gridblocks in a parallel environment with results
indicating a good scalability of the simulator. The approach described in this research is
modular, easy to implement and provides reasonably accurate results. This same
approach could be implemented in other implicit, compositional EOS simulators to add
aqueous chemistry effects to them, which would greatly extend their range of
applications.

We, then, formulated and implemented the fully implicit chemical module. This required
the derivative of the equations and development of a new Jacobian. The physical
property calculations were the same as those in the explicit formulation. The advantages
over the hybrid approach are the larger time step and more general surfactant
formulation. Several simulations were performed and the results were compared with the
results of both UTCHEM and explicit GPAS.

We have formulated, implemented, and performed a series of validation test for more
flexible corner point grid geometry in GPAS.

We have also conducted a series of benchmarks by running the General Purpose
Adaptive (GPAS) simulator on a Linux cluster and studied the scalability while using
different interconnects. The results were very encouraging and indicated that GPAS
performance scales linearly from one to 64 single processor nodes using a low latency,
high-bandwidth such as Myrinet.

The biggest accomplishment of this project was the capability of successfully making
field-scale simulations of surfactant/polymer flood processes with large number of
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gridblocks on the order of one million with a fully implicit formulation and parallel
capability on a cluster of PCs
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Apl,Ap2,Ap3’Sp
a

asaz;bs
a41,341,b4

C.

1

NOMENCLATURE

viscosity model parameters for polymer

Chun-Huh IFT correlation parameter

adsorption model parameters for surfactant

adsorption model parameters for polymer

volume of i™ component in fluid per fluid volume, fraction
overall volume of i component per pore volume, fraction

-th .
adsorbed volume of i~ component per pore volume, fraction

.th . . .
volume of i~ component in fluid per pore volume, fraction

volume of i component in ™ phase per volume of " phase, fraction

effective salinity, meq/ml

Optimum salinity, meq/ml

height of binodal curve at salinity s

concentration of polymer in aqueous or microemulsion phase, wt.%

critical micelle concentration
Chun-Huh IFT correlation parameter

compressibility of i component, psi™

compressibility of i component at reference pressure, psi”

.. . .th .
injected concentration of i component in aqueous phase; vol.

fraction (surfactant), wt.% (polymer), meq/ml (salt), Ibmol/L (tracer)

compressibility of formation, psi’

depth, ft

gravity acceleration, ft/day”

Jacobian matrix

Jacobian matrix for i™ gridblock with respect to unknowns of jth
gridblock
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~ = =I

1

=
<

=

N

< I

[

<

equilibrium ratio for i™ component, K =y;/x;
absolute permeability, md

absolute permeability tensor

transmissibility, mdeft

relative permeability of ] phase, fraction
absolute permeability in x direction, md

absolute permeability in y direction, md

absolute permeability in z direction, md

ratio of moles in j™ phase to the total number of moles in the mixture

molecular weight of i component, 1b/Ibmol

Z

—

average molecular weight of j™ phase, 1b/lbmol
mole of i component per pore volume, Ibmol/ft’

flux vector of i"™ species in units of mass of i per surface area-time

mole of i component in fluid per pore volume, Ibmol/ft’

mole of hydrocarbons in microemulsion phase per pore volume,

Ibmol//ft?

mole of all the components in microemulsion phase per pore

volume, Ibmol/ft

trapping number of jth phase, fraction
total number of aqueous components

total number of gridblocks

total number of hydrocarbon components
relative permeability exponent of jth phase
fluid pressure, psi

reference pressure, psi

fluid pressure for j"™ gridblock or j™ phase, psi

well bottomhole pressure, psi
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AR

A A &

sink(-) or source(+) of i™ component, Ibmol/day

residual vector

residual vector for i gridblock

mass rate of production in units of mass of 1 per bulk volume-time

residual of material balance equation of i component, Ibmol/day

residual of material balance equation of i component for j™

gridblock, Ibmol/day

residual of volume constraint

residual of volume constraint for i gridblock
equivalent well gridblock radius, ft

well radius, ft

saturation of j™ phase, fraction

residual saturation of j™ phase, fraction

polymer viscosity correlation parameter, dimensionless

temperature, °F
time, day

flux of j"™ phase, ft/day

primary variable

primary variable at (I,J,K) gridblock at new time level
primary variable at (I+1,J,K) gridblock at new time level
primary variable at (I-1,J,K) gridblock at new time level

bulk volume for a cell, ft’

pore volume for a cell, ft’

molar volume of phase j, ft’

overall concentration of 1 in units of mass of i per unit bulk volume

mole fraction of i component in liquid phase

solution vector
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Xj

Xij

Ax
Yi

Ay
Az

OLLO(.Z’(X3’0L4’O(,5

solution vector for i™ gridblock

mole fraction of i component in j" phase, fraction

length in x direction of a gridblock, ft

mole fraction of i component in gaseous phase
length in y direction of a gridblock, ft

length in z direction of a gridblock, ft

microemulsion viscosity correlation parameters

difference operator

specific gravity of jth phase, psi/ft

flow potential

porosity, fraction
porosity at reference pressure, fraction

relative mobility of j" phase
viscosity of j™ phase, cp
mass density of j" phase, 1b/ft’

mass density of stationary phase s, Ib/ft’

interfacial tension between oleic and aqueous phases, dyne/cm

interfacial tension between oleic and microemulsion phases,

dyne/cm

trapping number model parameter of j™ phase
mass fraction of i component in j™ phase

molar density of i"" component, Ibmol/ft’

molar density of i component at reference pressure, Ibmol/ft’

molar density of j" phase, Ibmol/ft’

overall molar density of hydrocarbon components, Ibmol/ft’

gradient operator

divergence operator

118



Superscript
High

Low
O

n
n+1
new
old

Subscript

1

high trapping number

low trapping number

endpoint

old time level

new time level

after update by Newton iteration

before update by Newton iteration

index for component

for C;,C;,C;,Cf L and Cj;
1: water, 2: oil, 3: surfactant, 4: polymer, 5: salt

for other symbols
1 to n_ : hydrocarbon component

n.+1 to n.+n,: aqueous component except water

H,O: water
o: oil

poly: polymer
salt: salt

surf: surfactant
trac: tracer

index for phase
1: aqueous phase (hybrid model)
2: oleic phase

3: gas (EOS model), microemulsion phase (hybrid model),
aqueous or microemulsion phase (fully implicit model),

displaced phase (trapping number calculations)
displacing phase for trapping number calculations

salinity level (0: low, 1: optimal)
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APPENDIX A—Trapping Number Model Calculations
Used in the Jacobian

The expression for the relative permeability is

kyj =kgS;)’ (A1)

where

_ S.-S.

Sj=—oa>—L+ (A2)
1-Si; =Sj;

Let V:{ln K,p, N} represent the independent variables in the solution. The partial
derivative of Eq. A.1 with respect to V is

ok Ok _ 0168 —n. on;
i g yol gt OSE gty g S (A3)
oV oV Noev oV

For evaluating Eq. A.3, we need the derivatives of the relative permeability endpoints,
exponents and normalized saturation with respect to variables in V.

For the relative permeability endpoint (Eq. 2.32) we have

0 oHigh ; oLow
5er _ er er aSer

. A4
ov gkow _gHigh gy (8.9)
Jr J'r
and for the relative permeability exponent (Eq. 2.33)
High _Low
onj mj o~ Tny o Sy (A.5)

oV S%(;W _S?'irgh oV

Note that both Eqgs. A.4 and A.5 require the partial derivative of the normalized saturation
of the conjugate phase. The partial derivative of the normalized phase saturation Eq. A.2
is

8SJ _ 1 (@_GSF}L SJ _Sjr (GSJ.I . GSJr] (A.6)
. _Q. 2 '
oV (1-8;-8p, )0V v (1-8;:-S;) v oV
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This involves the derivatives of residual saturations of both phases. The partial derivative
of the residual saturations is given by

ti-l o L High
Sy, TNty ! Sy M-S ) ONT, A7
o (1+TjNy, )2 N

In its general form the trapping number can be expressed as

ap 5 ap 5 ap 5 1/2
1 9 - ]
= (B (B o) -

The trapping number derivatives with respect to the independent variables are

(A.9)

Nt gk? (p_ _apj'lapj_NTj Jc j
J

oV _szj'NTj oz JoV oy OV

The calculations that ultimately result in the evaluation of Eq. A.3 start from the
calculation of the trapping number derivatives (Eq. A.9). Note that Eq. A.9 uses the
derivatives of phase densities that are obtained from the EOS model calculations. The
IFT is assumed to be independent of hydrocarbon phase composition and pressure
making its derivatives vanish. The residual saturation derivatives are calculated next (Eq.
A.7) followed by the computation of the expressions in Egs. A.6, A.5 and A.4. All the
above calculations are performed along with the EOS model calculations for Jacobian
terms for each Newton iteration. The trapping number model has been formulated for
two phase flow (absence of gas) in this work hence the derivatives with respect to InK are
not defined.

The use of Corey type relative permeability model simplifies the expressions for the

relative permeability derivatives. A generalized approach would be to use lookup tables
and an expression as shown below:

K Low
log {EJ —log §j
KkC
J (A.10)

Ty
1+ Ty(Ng) !

logk,; = logky; +10g§;1j +
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APPENDIX B—Residuals and Derivation of Jacobian for
Newton Iteration

Volume constraint
Residual of volume constraint for each gridblock is given by the following equation.

¢
N 2Ni
Rv _ “HpO + Nsurf + i=1

= ~1.0 (B.1)
ino Csurf o

In Eq. B.1, the molar density of oil component is assumed to be the same as one of oleic
phase (&, ). The residual of volume constraint is only dependent on primary variables (or

unknowns) at its own gridblock. The primary variables are V=(Njy, ..., NnC , NnC IR
Ny, +n, » P» Nu,0) at new time level. Therefore, derivatives of the residual can be easily

obtained as follows.

¢
2N

1 a9 (f V=Np, N )

EJZ azz ov
(lf V = NHzO)
H,0
1 )
Ry _ (if V = Ngyep)
oV Esurf (B.2)
¢

>N

2 f =1 2 .
B 2 F’HzoocHzOO B surz ‘isurfocsurfo _1—25 ifv="P)
E*‘HZO surf 2
0 (lf V = Npoly . Nsalt . and Ntrac)

Material Balance Equations
After finite differencing the material balance equations (Eq. B.3a and B.3b),

122



kkr2 kkr3
Xi2 VP—Y2VD +(t33 Xi3 VP—Y_Q,VD
ny ( ) uy o ( ) (B-3a)

=q; (for HC components)

Vy §(¢Ni )= VpVe [iz

kkr3
H3

Vp §(¢Ni ) - Vtﬁ J {§3 Xi3 (VP - Y3VD)J =q; (foraqueouscomponents) (B-3b)

We can define the residual of material balance equation for component i at a gridblock of
(LJ,K) as

R (L1K) = [ﬁ((d)Ni )= (ony)” )}

At (L1,K)

n+l
+ (Fi(I+1/2,J,K)_Fi(I—1/2,J,K)) (B.3¢)
.OC

n+l
+(Fi(1,J+1/2,K) —Fi(LJ—l/z,K))

n+l
+(Fi(1,J,K+1/2) _Fi(I,J,K—l/Z))
where
o=, (1+cp(P—P?))

Tio1/2,0,K)V2(1+1/2,0,K) + Ti341/2,0,K) V3(1+1/2,3,K)

B (for hydrocarbon component)
i(1+1/2,0,K) =
Ti3(141/2,0,K)V3(141/2,3.K)

(for aqueous component)

Tio(1-1/2,5,K)V2(1-1/2,3,K) + Ti3(1-1/2,3,K)V3(1-1/2,1,K)

E (for hydrocarbon component)
i(1-1/2,J,K) =
( ) Ti3(1-1/2,0,K)V3(1-1/2,1,K)

(for aqueous component)
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Toowi+1/2,)V2(L,1+1/2,K) T T3(1L,1+1/2,K)V3(L,1+1/2,K)

(for hydrocarbon component)

Fit/2,k) =
' ' Ti3(1,3+1/2,K)V3(1,1+1/2,K)

(for aqueous component)

Tio,a-1/2,)V2(1,3-1/2,K) * Ti3(1,5-1/2,K)V3(1,J-1/2,K)

B (for hydrocarbon component)
i(1,J-1/2,K) =
K ) Ti3(1,5-1/2,K)V3(1,1-1/2,K)

(foraqueous component)

Too1,k+1/2)V2(L,1,K+1/2) + T3(L1,K+1/2)V3(1,1,K+1/2)

(for hydrocarbon component)

Fix+1/2)=
w Ti3(1,3,K41/2)V3(1,1,K+1/2)

(for aqueous component)

Tio1,k-1/2)V21,0,K-1/2) + Ti3(1,1,K-1/2)V3(1,J,K-1/2)

B (for hydrocarbon component)
i(I,JL,LK-1/2) =
. ) Ti3(1,5,K-1/2)V3(1,3,K-1/2)

(for aqueous component)

where

T Tigx) (Vias1/2,9.x) 20)
i(14+1/2,,K
& ) ok (Vias/2,0,k) <0)

T Tia-110)  (Via-1/2,3,x) 20)
_ _

T Tk (Viai+1/2,k) 20)
(L,J+1/2,K
. ) T+, (Viags/2,x) <0)

T Tij(LJ -1,K) (v i1L,J-1/2,K) 2 0)
ij(1,J-1/2,K
u ) Tk (Viai-1/2,x) <0)
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Tirx) (Viwks1/2)20)

Tiak+1/2) =
& ) T+ (Viaaks/2) <0)

Ticrx-1y  (Viask-1/2)20)

Tiix-1/2) =
(L7, ) Tk (Viark-1/2)<0)
where

k.

T

Tij1k) = (%j M_;Xij]
(L1.K)

krj
Tija+1,0.K) =| & Xij
Hj (1+1,1,K)

krj
Tja-1,0.k) =| &= Xij

Hj (I-1,J,K)

ki

]
Tijy+1.K) =| &= Xij

J (I,J+1,K)

[ Ry
Tijo-1x) =| &= Xjj
Hj (LI-1,K)
ki
g
TijLy.k+1) =| &~ Xij

Hj (LLK+1)

k.

1

Tij,1,k-1) = [&j injJ
Hj (LJ,K-1)

Vi(1+1/2,0,K) = ~K141/2,1,K) ((Pj - ij)(I+1,J,K) - (Pj = YjD)(LJ’K))

Vi(l-1/2,3,K) = —Ka-1/2,5,K) ((Pj —Y jD)(L 1K) (Pj - jD)(I_L J,K))
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ViLJ+1/2,K) = —k(I,J+1/2,K)

Vi(Li-1/2,K) = ~K(1,1-1/2,K) ( (1 1K) —(Pj _YjD)(LJ_LK)
ViLIK+1/2) = ~K@1K+1/2) (

ViLJ,K-1/2) = —k(I,J,K—l/z)

where

28y (1,3, )AZ(1,3,K)Kx (1,1, K)Kx (141,7,K)

k(1/2,0.6) =
( 2K AX (141,350 Kx(1,1,K) T A% (1,1, 0 Kx (141,1,K)

28y (1,3, K)AZ(1,3,K)Kx (1,1, K)Kx (1-1,1,K)

k(1-1/2.0.k) =
( 1K) AX(1-1,1,K)Kx(1L1,K) T A% (1,1, K)Kx (1-1,,K)

28 (1,1 K)AZ(1,1 K)Ky (1,1 K)Ky(1,1+1,K)

f( LJ+1/2.K) =
I Ay (K y (LK) + AV KKy (L1+1,K)

2Ax(1,3,)A7(1, 3, KKy (1,1, KKy (1,1-1,K)

f( 1.J-1/2,K) =
(L7210 AY(1,5-1,K)Ky(1L,1,K) T AY (1,1, K)Ky(1,1-1K)

2A%(1,1, )Y (1,1, K)K 21,1, K) K2(1,1, K +1)

k(g k+1/2) =
(€, ) Az 5 k+1)K2(1L1.K) D211, KK 21,1, K +1)

2A% (1,1, K)AY (1,5,K)K 21,1, K) K211, K1)

ke k-1/2) =
(€, ) Az 1, k-1)Kz(1,0,K) + AZ1,5,K)K (11, K-1)

di(L,],K) =

for constant rate injection (that is, source),
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surface (PIt )Z o
7 (ifi=H,0)

> Pl

m=z;

qHzO

where

3
(PIt )z = Z (PIj)z

i=2

where

k..
(PI)), =¢, [—JJ
j
z

where

JKxkyAz

c, =
25.148721In(r, /1y, )

asurf

(if 1 = surfactant)
(LK) &0

Ci,inj '(QHZO)

surface

Ci,inj Mpy,0

100 .(qHZO)(LJ,K) M

(if 1 = polymer)
poly

Ciinj (qH2O )(I,J,K)

(if 1 = salt or tracer)
16.037 &H,0

surface

for a constant pressure injection well (that is, the source term),

[ ]
l+c 5H20

k o
(ﬁ] (Pys —P3), (ifi=H,0)
H3 ),

surf,inj inj

asurf

(if 1 = surfactant)
(LK) &0

Ci,inj '(CIHZO)

surface
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Ci,inj Mp,o ...
o if 1 = polymer
100 *(am0) ¢, My, o polmen

Ciinj <qH20 )(I,J,K)
16037 gy o

(if 1 = salt or tracer)

surface

for a constant pressure production well (that is, the sink term),

3
Z ((& iXiiPI j)z o(Pyr — Pj)z ) (for all components)
j=2

Derivatives for Accumulation Term

The accumulation term in residual of material balance equation (Eq. B.3c) is only
dependent on primary variables at its own gridblock. Therefore, the derivative of the
accumulation term is

(\A’_?q,n“j GV =N;)
Y n (LI,K)
el e = o
(LIK) (—bd)rch?”j (if V=P)
At (1J.K)

Derivatives for Flux Term

The derivatives of flux term in residual of material balance equation (Eq. B.3c) are more
complicated because the flux term is dependent on primary variables at six neighbor
gridblocks as well as those at its own gridblock. Here we derive the derivative of
F(141/2,5,x) for an aqueous component only that means the flux between (L,J,K) and

(I+1,J,K) gridblocks. The derivatives of the remaining terms and the derivatives of flux
for hydrocarbon components can be derived following the similar procedure. Several
indices are omitted for simplicity.

0
E(E(IH/Z))
0
av( 13(1+1/2)V3(1+1/2)) (B.5)
0 OV3(14+1/2)
av( 13(I+1/2))V3(I+1/2) +Ti3141/2) v
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If upstream is [+1 gridblock, Eq. B.5 is rewritten as,

OV3(111/2)
oV

OV3(141/2)
oV

0

8V( 13(1+1/2))V3(1+1/2) +Ti3(141/2)
0
T oV

0 K3 k OV3(1+1/2
=V (%— 13j V3(1+1/2)+[§3£Xi3] %
H3 (1+1) H3 (1+1)

where

% (%kﬁXBJ
H3 (1+1)
053(141) [ Ke3 Xi3 K3 1y
) ) T
13 (1+1) M3 a4

- (ﬁskrs 3J M3 14 +[§3 kﬂ] Xi3 1)
l
H3 sy Y M3 ey OV

0 (lfV :V(I—l) andV(I))

( i3(1+1) ) Va+1/2) T Tiz4) (B.6)

(f V=V11))

If upstream is I gridblock, Eq. B.5 is rewritten as,

OV3(1+1/2)

i3(1+1/2) )V3(1+1/2) +Ti3141/2) 5V

0
it
0
TV

ov
& (i3 =53 XB] V3(1+1/2) * (E,g kﬁxBj Z83A+72)
v (s, T P

where

OV3(141/2
( 13(1))V3(1+1/2)+ 3(1)(8—+) (B.7)
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8&3(1) [kﬁ N j N [ X_ﬁ) akr?)(l)
— i3 &3 —0
N Ak gy U Hs g OV |
&3k o3 k OXi3 (v =vay
— | S3%3 Xi3 (D +] &, K13 (D
w2 oV n3 ov
3 (D) (M
0 (lf V= V(I—l) and V(I—i—l))

The derivatives of molar density, relative permeability, viscosity, and mole fraction of
each phase can be calculated using derivatives of dependent variables which can be
obtained by following procedure.

Cl,cl,éz,C2,63,C4
l
Csg
!
csf.c,f
l
£
surf ’Npoly
l
C3,Cy3
l
R31,R3;
l
C12,C22,C37,C3,C3,C33

)
Ro3

)
&j
)
Noi1,3 NT 3, Xjj
!

G23’NTj asjr’krj

l
Hj

N f
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A. Derivatives of él,cl,éz,cz,é3,é4

. N
¢ =120 (B.8)
€H,0
where
E.!Hzo = aHZOO (1 + CH200 (P - PO ))
oty | (ifi=10)
H,0 B.9
oN; | 77 (B9
0 (ifi=H,0)
aC,  Nmo
> =5 E,0°¢H,0") (B.10)
HZO
N N
c = 0 | 1 TH0 (B.11)
€H,0 J1-C3  &n,0
Therefore, derivatives of C; are the same as those of C; .
.1 Je
C, = N; (B.12)
aol 1
. 1 1 6&0
oC, z N; | (for hydrocarbon components)
N - éo };0 aNll =1 (B.13)
0 (foraqueouscomponents)
LS of A1 (B.14)
op &021 1 oP
1 & [ 1 J 1 %
go i=1 1 1_C3 g0 i=1 1
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Therefore, derivatives of C, are the same as those of C, .

Nsurf

&surf

where

gsurf = ésurf0 (1+ Csurf0 (P- P° )

aC, (if i = surfactant)
ﬁ: Esurf
' |0 (if1i # surfactant)

aé3 Nourf 0 o

=T (Csurf Csurf )

5 \Ssurf “sur

oP surf
~ N
Cy= poly

apoly
where

Spoly = apolyo 1+ Cpoly0 (P—P%))

oC e (if 1 = polymer)
Pe— 1
N
0 (if i # polymer)
664 _ NP01y ((?; 0. 0)
oP 2 \=poly “poly

poly

. Derivatives of Cqp

N
Csp =16.037¢, 0 —AI
Ny,0
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(B.17)
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(B.19)
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oCsg
oN;

OCsE
oP

16.037

-16.037

FﬁHzO

(if i = salt)

Ny,0

&HZONsalt

= (ifi=H,0)

Np,0

0 (forother components)

N
=16.037(&p1,0°cH,0") -

Np,0

. Derivatives of C3f,C4f

Cyf =C3-C5=

where

- - N -
Cl —33—1+b3&+ a3+1—b3& +4b3 &
2b, ¢, ¢, ¢

az =az| +a3Cgsp

ocyt acyt ac, N oC,! oCy N oC;! aCqk

ON;  aC, ON; 06Cy ON; 0OCgg ON;
where
f ~ ~
aC, 2b, ! VBl G
ocyf 1

oC,

2

[H_

f ~ ~
6C3 _ 8.32C1 1 as+1— b3C3 -
= 3 — 2
dCqg  2by (VB C,

where
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(B.23)

(B.24)

(B.25)
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~ 2 ~
A:—a3—1+b3&+ a3+1—b3& +4b3 &
C G G
D) .
B= a3+1—b3& +4b3 g
C, C

1

ocyt acst ac, N oC,! oCy N oC,! aCq
P oC; 0P oCy OP OCgp OP

~ ~ 2 ~
f =~ a Cl C4 C4 C4
C =C4-Cy=——| -a4—-1+by—=—+ as+1-by— +4by | =—
4 4—Cy 20, 4 4 g, \/[ 4 4 g, 4

1

(B.27)

(see Appendix C)  (B.28)
where

ay =a4)+ayCqp

oc,t ac,! aC, N oc,’ aC, N oC," oCqk
ON;  aC; oN; aCy ON; 0Cgp ON;

(B.29)
where
x|
acy 1

1 (byCy
= I+—| —=—+-a4+1
oC4 2( «/B( ¢ D
f ~

13

- ~ \2
A:—a4—1+b4%+ a4+1—b4% +4b4 ~—4
G G G
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N -
B:(a4+l—b4%] +4b4(gj
G G

oc,t  ac,t ac, ac4 oCy ac4f oCsp

= (B.30)
oP oC, o°P 8C4 oP aCSE OP
D. Derivatives of Nsurf Npoly
f_ f
Nourt = EsurfC3 (B.31)
f
aNsurf 8C3
= B.32
aNl &surf 6N1 ( )
ON f oC,f
;;r - (E:surf Csurf )C3 + ésurf as (B.33)
Nl =& o Cof (B.34)
poly poly~4 .
oN f
poly _ =Epoly s (B.35)
ON; ON;
ON oc,f
poly f 4
op (é;polyocpoly0 )Cy + apoly oP (B.36)
E. Derivatives of C5,Cy3
f f
Cy = Nsurf ( 1 j ~ Nurf _ C3f (B.37)
asurf 1- C3 ésurf
Therefore, derivatives of C5 are the same as those of C3f.
Mpolyl\lpolyf
Cy3 =100 ————— (B.38)
My, 0NH,0

135



M ONoor!  Nyow!
100 R0 ! poly PO | (ifj=H,0)
My,0 N0 | ONHyo  Nu,o
£
0C4 1100 Mpoy 1 aNpoly

_ (if 1 = polymer)
- MHzO NH20 aNpoly (B39)
£
M ON
100—koly 1 POy (if = salt)
My,0 N0 Nt

ON;

0 (forother components)

f
0Cy3 100 Mpoly 1 Ny (B.40)

oP Mp,0 Ni,o 0P

F. Derivatives of R31,R3,

f
&
Raj =—2— B.41
31 g, (B.41)
oRy; 1 0G50 cyf o
- _ 1 (B.42)
V.  C oV 2oV
A
R3p =—— (for Cgg <Cggop) (B.43)
R3)
where
Csg
A:(AO_AI) 1- +A1
Cseop
G. Derivatives of C12 , CZZ , C32 , C13 , C23 , C33
If oleic and microemulsion phases exist (C33 > Cy),
Cip=0, Cyp=1,C5 =0 (B.45)
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0Cjp 0Cy 0C3p
oV oV oV

0

Cra— Rs3)
13=
R31+R31R3 +R3;
oC OR
13 _ _ 1 2(R32(1+R32)¢—
Y (R31+R31R33 +R3)) oV

Cy3 =1-(1+R3)Cy3

oC R oC
A X PO | I SIS E
oV ov ov

C33=1-C43-Cy3

8C33 _ 8C13 _ 8C23
oV oV oV

If only microemulsion phase exists (C33 < Cj3),
Ci3=Cp, C3=Cy, C33=C5

oV oV’ oV oV’ oV oV

. Derivatives of Ry3

Derivatives of & j

(532 = f(Pa T> X12)

where
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av

)

(B.46)

(B.47)

(B.48)

(B.49)

(B.50)

(B.51)

(B.52)

(B.53)

(B.54)

(B.55)

(B.56)

(B.57)



i

Xip = N (see Appendix C)

N
2N
i=1

Since mole fraction in oleic phase with microemulsion phase is the same as one in
oleic phase with pure aqueous phase, we don’t have to modify the existing
derivatives of &, .

Molar density of microemulsion phase is assumed to be the same as one of water
component, Therefore,

& ~En,0 =E&n,0° (1+cp,0(P—P?) (B.58)
o 0 AfV=P)
= o o . (B.59)
0V |8H,0 CHyo  (fV=P)
Derivatives of N 3, N 3,X;;
N;
" (for hydrocarbon components)
C
Xip =1 2N (B.60)
i=1
0 (foraqueouscomponents)
OXiy _
ONy
for hydrocarbon component, i
for hydrocarbon component, k
1 N; ot
o 1- o (ifk=1)
2N 2N
i=1 i=1 (B.61)
__Ni = (ifk=i)
n¢
2N
i=1
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for aqueous component, k
0
for aqueous component, i

0

OXip _

0 B.64
P (B.64)

Ni3

Xi3 =

f f
NH20 + N0i1,3 +Ngyr” +N +Ngalt + Nirac

poly

Equation B.66 is rewritten for hydrocarbon component, i as

where

f f
NT,3 = NHZO + Noil,3 + Nsurf +N + Nsalt + Ntrac

poly

N f
Noil3 = 52623 Hy0 + Nourt (see Appendix C)
1-Cp3| Enyo  Gsurf

for hydrocarbon component, k

if C3 <CMC

aXB —0
Ny

if C3 > CMC
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OXi3 o | N N; Nz | 1
== — [Noit3 + 5=

ONy | ONp HZCN ZN ONx |Nt3
i i
(369
N; N3 [aNm]
n¢ N 2 aNk
ZNi T,3
i=1
where
1 N; o
o 1- o (ifk=1)
o | N | J2Ni| 2N
5Nk N, =1 N 1=1
Nj i (ifk#i)
1:1 nc 2
2N
i=1
ON,il.3 1 0 F oC oF
N, 1-C C23Fa§2 +1&2C o, Cn
k — V23 k — V23 k k
where
NH,0 Nyl
F= 22 4 _Tsur
&Hzo ‘gsurf
0 (if k = hydrocarbon component, polymer, and tracer)
NGy
S suf_ (if k = H,0)
ino Csurf aNHQO
oF 5 ¢
- - N
ONg L Nswf (if k = surfactant)
&surf 8Nsurf
f
ON
L Mt ey = galt
asurf aNsalt
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for aqueous component, k

oxi3 _ Nj [Nz 1 Nojjz ONt 3

(B.69)
6Nk O¢ 8Nk NT3 NT 32 GNk
2N o
i=1
where
ONoi13 .
————— (if k = hydrocarbon component)
ONy
f
ONgit3 0N ON
14—k sl PO (irg —H,0)
Ny,0 ONp,0 ONp,o0
ONgil3  ONgys'
ONT 3 oil.3 | “surf (if k = surfactant)
=9 ONgurf ~ ONgyrf
ONy .
ON
Z P Gk = polymer)
ONpoly
f
ON . oN. I ON
ol 3 Tosul T POV Ly ik —salt)
aNsalt 8Nsalt aNsalt
1 (if k = tracer)
Oxiz _ Nj | ONoiiz 1 Noiiz Nt (B.70)
oP I O Nrj3 Np,° P '

where
ON
oil3 _ 1 CoiF 08, N EF 0Cy3 +E_,2C238—F
OP 1-Cys P 1-Cy3 OP OP
where

f
F= NHZO + Ngurf
éHZO éEJsurf
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f
a_F:_ NHZO &H OOCH OO n 1 aNsurf _ N
2 2 2
op E.>H20 Ssurf  OP surf
f
aNT,3 — aN011,3 + aNsurff + aNpoly
oP oP oP oP

Equation B.66 is rewritten for aqueous component, i as follows:

For i=H,O0,
Ny,0
Xi3 =
Nrj3

1 Nmy0 Nt3
ox;3 | T3 Nr3® NH,0
ONy Np,0 ON13
Npa? N

(if k = H,0)

(if k = others)

oxi3  Nm,0 ON13
OP Nt 32 oP

For i1 = surfactant,

f

Xiq = Nsurf
13~ N
T,3

1 aI\Isurff . I\Isurff aNT,3
0Xi3 _ (if k = H, O, surfactant,salt)
Nk _ Nsurff aNT,3

NT,32 aNk

(if k = hydrocarbon component, polymer, tracer)

f f
OXi3 _ 1 ONgurf _ Nourf ONT3
P Ntz 0P Npy2 0P

For i = polymer,
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f
surf 0 o
2 ‘t:surf Csurf

(B.71)

(B.72)

(B.73)

(B.74)

(B.75)

(B.76)



poly

T N3
1 5Npo1yf Npolyf ONT 3

Nrj N Np3> Nk
Oxi3 (if k = H,O, polymer, salt)
N Npoly' N7 3

CNpg? N

(if k=hydrocarbon component, surfactant, tracer)

f f
0Xi3 _ 1 6Npoly B Npoly aNT,3
oP Ntz P Nt 32 oP

For 1 = salt,
Xin = Nsalt

13~ N
T,3

1 _ Nialt 6NT,3

5 (if k =salt)
aXB B NT’?, NT,3 6Nk
Ny ON
k| Nsalt2 T3 (if k = others)
NT,3 aNk

OXi3 —_ Niait aNT,3
oP NT,32 OP

For i = tracer,

_ Ntrac

X'3 =
Nt 3

1
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— > (if k = tracer)
oxi3 | NT3 Npg® Nk

ON N
k- MNime T3 ey~ others)

OXi3 __ Nirac ONT3
oP NT,32 oP

K. Derivatives of 023=NTjaSjr=krj

.
kyj =ky S

where

Low  S..Lo%_g

1 1 g, Low _g  High 1
Jr Jr

< Si =S

D=8, =Sy,

where

1| .
—| 2N =Nz | (ifj=2)

&2 i=1

]
N f
1 H,O + Nsurf (lf_] — 3)
1-Co3{ €Hy0  Ssut

. Low . High
h +SJr —Sir

. _q. Hig
Sir =S;; -
1+ TN,

where
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(B.86)

Low
0
)

(see Appendix C)



1

Oj

Ny, =2.23247x1078
J

where
Ji

where

S" Low _S"
Low JT Jr ( High Low)
SO 4 — (n; " —n;
J g, Low _g  High\"J J

Jr Jr

s 8 0 —1n: —n:—1 8S —_n: — 611-
Y] 1) n 0 n ] n ] .
_——S ‘]+k IlS J _+S JlIlS— SeeA el’ldIXC B87

where

High Low
0 0 0
ok . Ky —ky OSjr

L High
ov Sjp " =Sy, &t oV

where
. Sl o Low o High
6Sjr _ TJTJNTj (Sjr SJI‘ )aNTj
v (1+TjN, )2 v
where
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ONT. 2
(,NJ = 4.9729><10_16g—l(pjg_

2

OPy j opj N1j dojy
]

where

opj _O(EMj) _ 3 e, oM,

where
oM; o[ g+l Netna +17 5y
P Z XijMi _ z ij Mi
N V| A 2 |\ %y

—__° (1 _ e 8R233 )8&
oV R232 oV

+| —Ogyae 27 + Py {32072 2_(1—e‘aR233) Ros
R233 ov

where

ok 1 ¢ of
— e -
oV 1— e_\/E oV

where

oAl

6\/:5 2\@%

where

3 2
g=k21(ck2 —Cy3)” (C1p=C3,=0,Cpp =1)
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ag 6C13 6C23 6C33
—=2C;3—=-2(1-CH3)—==+2C33 —=
PRk (1-Cy3) 7V B oy
oS; _ 1 Lasj_asjr}r Si=Sir [asj,rJrasjrj
oV (1-Si =Syl v oV (l_sjr_sj'r)2 oV oV
where
3S; 1 og, & 1| 0 ONoil3 | ..
6\;=_ 3 ;\f D Ni =Ngij3 [+ v 2N |- a(\);’ (ifj=2)
3 i=1 &2 i=1
where
0 %N _ |1 (af V =N; (for hydrocarbon component, )
oviig 1" o (for others)
oS
i F o, 1 OF iy
OV (1-Cp)? 0V 1-Cyp3 8V
where
f
F= NHZO +Nsurf

&HQO ésurf

8_F_ aNHZO 1 _ NHZO a(t’HZO + aNsurff 1 _ Nsurff a&surf

NV Emo gyt OV OV gt Egl OV

where

%{0 (if V=N;)

NV g (fV=P)
al’lj B njHigh —njLOW GSj'r
T o L High
oV sy lov g, High av

L. Derivatives of Hj
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uy =f(P,T,xj5) (B.88)

u3 = Cyappe (€23+C33) 4 0pap,re®2(C134C33) 4 0g05e(@4C13705C23) (B 89)
where

2 3 S
Hp = Hy (1+(Aplc43 +Ap2Cas™ + Ap3Cy3 )CSE p)

oKy - Cl3e°‘1(c23 +C33) OMp

ov ov
+ (Mpedl (C23+C33) | C23a2M26(a2C33 +0C13) C33(13a4e(°°5c23 +04Cy3) )85_\1]3
+ (“pC13alea1(Cz3 +C33) u2e°‘2(cl3 +C33) | C33oc3oc5e(°‘4cl3 +a5Cy3) )% (B.90)
+ (ppC13alea1(C23 C33) | |1 Coyaye®2(C13+C33) | o o(@aCi3+05Co3) )%
+Cz3e“2(cl3+c33) Ol
ov
where
if S, #0
y Ce P {CSE (Apl +2A)Cy3 +3A,3C43° )%
ZL\I’) ) +Sp (ApCas + ApaCas” + ApsCay’ ) 8S\S/E }

if S, =0

5\ 8C
Hw (Apl +2Ap2Cy3 +3Ap3C3 )8—33

Derivatives for Source/Sink Term

For a constant rate injection,
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For i=H,O0,

% _ qH20 surface (A- a)@
ov

oV A2
where
Zh
A= > (Pl
mZZt
a= (PIt)z

For i = surfactant,

aq; —c Esurf
= Ci,inj
ov E.>H20

ov

surface
For i = polymer,

8q; _ Ci,inj MH,0 91,0

ov 100 Moty oV
if 1 = salt or tracer,
ogi  Siinj  94H,0

oV 16.037gy,0 OV

For a constant pressure injection well,

For i=H,O0,

aqHzO
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(B.93)

(B.94)



Cz
o P, —P
% _
ov
C
*CH,0
1"'Csurf,inj 2

For 1 = surfactant,

94H,0
oV

aq; o Esurf
= Ci,inj
ov éHzO

surface

For i = polymer,

aq; _ Si,inj MH,0 9d1,0

vV 100 My, oV
For i = salt or tracer,
%_ Ci,inj aqHzO

oV 16.037¢y,0 OV

For a constant pressure production well,

oq; _

ov

1Ok k3 O

1 ks ki3 Ous (Pos
inj oV 2 9v VW
H3 H3

3
0 er .
Cz(ow_P)z [&J_lej (ifV#P)
2OV

c 23:{(1) p)-2 (g 55 ] £ i J (if V="P)
z wt )G 91T Ay T 9T A =
=2 OV 7 K Hj

J
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1)

APPENDIX C—Derivations of the Equations in
Appendix B

- - - 2 -
Cl —ai—1+bi&+ ai+1—bi& +4bi &
C G G
(if i=3 (surf) or 4 (poly)) (B.25)

Derivation
The adsorbed concentration of i component is given by a Langmuir-type isotherm,

a; = (aj; +ajpCgg)

We can rewrite Eq. C.1 as follows.

Q_Cif _
¢, C
C

Then, Eq. C.2 can be rewritten as
b, X% +(a; +1—ob)X —a =0

Equation C.3 has one physically reasonable root, which is
151
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X:%(—ai 1 by (a; +1—auby)? +4abij (C.4)

i

Equation C.4 can be rewritten using the definition of X and a as

- - - \2 -
cf =S i Sin o 1o, S| van | S (B.25)
2b; C C G
2)
N; .
Xip = — (for hydrocarbon component, 1)
C
2Ni
i=1
Derivation
By definition,
N
Xig =2 (€5)
Nt3
where

Nj i mole/PV of hydrocarbon component i in phase j

f f
NT,3 = NH20 + N0i1,3 +Ngyrp + Npoly + Ngait + Nirac
where

Noj),j: total mole/PV of hydrocarbon components in phase j

Assume that

N: N
1,2 _ 1,3 (C.6)

Noit2  Noil3

where
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n¢
Noit,j = 2 Nijj
i=l
Eq. C.6 is rewritten as,
Nj 2Noi1,3 = Nj 3N 2
and we know that
Nj =Nj, +Nj3

From Equations C.7 and C.8,

N, = NiNoi2  NiNgjio
1, - -

(Noil,2 + Nojt3) Lo
2N
i=1

Therefore,
_ Nip  N;
M2 2 Mo
oil, ZNi
i=1
3)
3= §2C23 NHZO + Nsurff
oil,
1-Cy3| €H,0  Ssurf
Derivation
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(C.8)

(C.9)

(C.10)



Voil,3

O = T Vot V.
0il,3 T VH,0 * Vsurf,3
Noil 3
_ &oil,3 : C.11)
Noi,3  DH,O0 n Ngyrf
Coil,3  SHy0  Gsurf
Noil,3
_ Coil, 3
Noil,3 + NHZO n Nsurff
F:oil,3 F:HZO Csurf
where
Voil,j: bulk volume of hydrocarbon components in phase j
Vsurf, j - bulk volume of surfactant in phase |
N, j: total mole of hydrocarbon components in phase |
&oil, j - bulk molar density of hydrocarbon components in phase j
Rewrite Eq. C.11,
C N Ngur-
SRS £ Noi 3 =Co3 120, “surf (C.12)
goil,3 };oil,3 §H20 &surf
Eq. C.12 is rewritten as,
Ny =22 TH20, Nt (€13)
1-Cy3 éHzO Esurf
Assume that
Soil,3 = &2 (C.14)
Then,
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Cos [ NH,0 | Ngys'
Noi1,3:§2 23{ 27 4 surf (C.15)

1-Cy3| €H,0  Ssurf
4)
1| o
—| 2_Ni =Nz | (fj=2)
&2 i=1
S; = f
1 NHZO + NSurf (lfJ — 3)
1-Co3{ CHy0  Ssurf
Derivation

AV N .. O¢
S, = oil,2 _ “Voil,2 :L N; _Noi1,3 (C.16)
Vp ) ) i=l1

1 Noiis NH,0 Nyl
S3:V_(Voil,3 +Vit,0 + Vourt 3 ) = R

b Soil 3 SH,0  Ssurf
) . (C.17)
_ 1 E.>2C23 NHZO +Nsurf +NH20 +Nsurf
Soil,3 1=Co3| €Hy0  Gsuf ) SH0  Gsuf
Using Eq. C.14,
f f
S, = (Co3 +1-Cy3) NHZO n Niurf _ 1 NHQO + Nurf (C.18)
1-Cy3 CH,0  Ssuf ) 1-Co3( CH,0  Ssurf
5)
ok Ok:° _ . —ni10S; _n. _ on;
] fogn 0 n j,gn ]
—J -3 8N4k nS T 2481 InS;, L B.87
ov.  ov ! U[” ov ! Jav] (B.87)
Derivation
ky =k;;°S;" (B.86)
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L
ok ok.°_ . a(sjl)
_r-]:isjn]_’_krjo

ov oV ov

(C.19)

o (§.nJ )
J —n:
To calculate T in (A.19), let F= SjnJ and apply natural log to both sides, then

InF =n;InS; (C.20)
on;  _ aS.
ilnF:la—F:—Jlnstrnj_i—J (C.21)
A FoV oV S; oV
_oF _ 05
oV oV
on;  _ S,
=F —JlnSj+nj_i—J
oV 5; 0
g (C.22)
_ on: _ 0S;
=5 | S, 4021
d S; oV
—ne10S: _,.  _ on;
=nS 1 —L4+8" ImS.
J7) ] J@V
ok  Ok:° _q. —n.-10S: _n. _ on;
g B O it B s B (B.87)
oV oV oV oV

156



APPENDIX D—3-D Surfactant/Polymer Input Data

TI TLE(2) ="96x96x11 (101, 376 gri dbl ocks) run"

DESCRI PTI ON() =

"THI CKNESS (FT) : 66 "
"LENGTH (FT) : 2400 "
"WDTH (FT) : 2400 "
"GRI D BLOCKS : 96X96x11"

COVPCSI TI ONAL_MODEL
TI MEEND = 5000

$ 1/0 OPTI ONS
OUTLEVEL = 1
PROCOUT
OUTPUT_PRE
OUTPUT_SAT
OUTPUT_VI S
OUTPUT_AQ
OUTPUT_| FT
OUTPUT_HI S
TDPVOPT

OUTPUT_TI ME() =

o

0.2 0.30.40.50.60.70.80.91.0
1.2 1.31.41.51.61.71.81.9 20

1
21
MESH DATA

o B

$ FAULT BLOCK AN
METHOD = 2
DON() =00 1

NX(1) = 96 NY(1) = 96 Nz(1) = 11
DX() =25 DY() =25 DZ() = 6

$ COVPOUND NAMES
COVPOUND( 1) = "C10"

$ COVPOUND CRI TI CAL TEMPERATURES
CRIT() 1111.8

$ COVPOUND CRI TI CAL PRESSURES
CRIP() 304.0

$ COVPOUND CRI TI CAL VOLUMVES
CRI V() 12.087

$ COVPOUND ACEN
ACEN() 0. 488

$ COVPOUND MOL WEI GHTS
MOLW() 142.3

$ COVPOUND PARA
PARA() 431.0

$ MAX NUMBER OF PHASES
NPHASE = 3

$ Initial rock & water properties

ROCKZ = 0.00000 ROCKP = 14.7
H2OZ = 0.000003 H20P = 14.7 H20D = 3. 467
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SURTF
RESTF

$ TOLERANCE
TOL_FLASH = 0. 0001
TOL_VOLUME = 0. 0001
TOL_MASS = 0.0001
TOL_WATER = 0. 0001
MAXNEWT = 100

60.0 SURPS = 14.7
130.0

$ POROSI TY
POROSI TY1() = 0.336

$ PERVEABI LI Tl ES

XPERML() = 540
YPERML() = 540
ZPERML() = 540

$ | NI TI AL WATER SATURATI ON
SWNI 1() = 0.70

$ I NI TIAL WATER CELL PRESSURE
PINI1() = 900.0

$ I NI TI AL PHASE VI SCOsSI TI ES AT EACH CELL

VIS1() = 0.75

$ INI TI AL COMPOSI TI ONS
ZXY1(,,,1) = 1.000

$TRACER DATA
O LVIS
AQLVIS 2.6

| MPAQCOVP
NAQCOVP 3
AQCOVPNAM) = "SALT" " SURFACTANT"

AQCOVPTYPE() = 4 3 2
AQCOVPI NI T() = 0.17 0.00 0.00

$ SURFACTANT PARANMVS
EPSME 0. 0001
HBNC70 0. 07
HBNC71 0. 04
CSEL7 0.177
CSEU7 0. 250

$ | FT PARAMS
AHUH 9

CHUH 0. 2
XIFTW 1. 3

$POLYMER
AP1 81
AP2 2500
AP3 2700
AD41 0
SLOPP 0

$ ADSORPTI ON PARAMETERS
AD31 1.5
AD32 0.5
B3D 1000

"POLYMER"
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$ RELPERM DATA

RELP 2

NRELFUN 1

| TRAP

XIFTW= 1.3

ENDPTLON() = 0.106 0.800 0. 000
ENDPTHI GH() = 1.000 1.000 0.000
SRLON) = 0.14 0.25 0.00

SRHI GH() = 0.00 0.00 0.00
EXPNLON) = 2.10 1.70 0.00

EXPNH GH() = 0.48 1.50 0.00
TL() = 364.2 59074 364.2
TAUL() =111

NUMAELL=13
VELLNAME( 1) = "1 NJ1"
KINDVELL(1) = 2

WELLTOP(1 TO 3,1,1) = 12 12 0
WELLBOTTOM 1 TO 3,1,1) = 12 12 100
DI AMETER(1,1) = 1.0

PRLIM T(1) = 2500

WELLPQ 1) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

VELLNAME( 2) "1 NJ2"

KI NDWELL( 2) 2

WELLTOP(1 TO 3,1,2) = 1188 12 0
WELLBOTTOM 1 TO 3,1,2) = 1188 12 100
DI AVETER(1,2) = 1.0

PRLIM T(2) = 2500

WELLPQ 2) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

WEL L NAME( 3) "1 NJ3"

KI NDWELL( 3) 2

WELLTOP(1 TO 3,1,3) = 2388 12 0
WELLBOTTOM 1 TO 3,1,3) = 2388 12 100
DI AMETER(1,3) = 1.0

PRLIM T(3) = 2500

WELLPQ 3) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

VELLNAME( 4) " PROD5"

KI NDVEELL( 4) 3

WELLTOP(1 TO 3,1,4) = 612 612 0
VELLBOTTOM 1 TO 3,1,4) = 612 612 100
DI AMETER(1,4) = 1.0

WELLPQ 4) Bl ock

I nterpol ati on Li near

Ext rapol ati on Const ant

Data 0. 500

EndBl ock

WELLNAME(5) = " PRODG"
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KI NDWELL(5) = 3

WELLTOP(1 TO 3,1,5) = 1812 612 0
WELLBOTTOM 1 TO 3,1,5) = 1812 612 100
DI AMETER(1,5) = 1.0

WELLPQ 5) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 500

EndBIl ock

WEL L NAVE( 6) "1 NJ8"

KI NDWELL( 6) 2

WELLTOP(1 TO 3,1,6) = 12 1188 0
WELLBOTTOM 1 TO 3,1,6) = 12 1188 100
DI AVMETER(1,6) = 1.0

PRLI M T(6) = 2500

WELLPQ 6) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

VELLNANME( 7) "1 NJ9"

KI NDWELL( 7) 2

WELLTOP(1 TO 3,1,7) = 1188 1188 0
WELLBOTTOM 1 TO 3,1,7) = 1188 1188 100
DI AMETER(1,7) = 1.0

PRLIM T(7) = 2500

WELLPQ 7) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

WEL L NAME( 8) "1 NJ10"

KI NDWELL( 8) 2

WELLTOP(1 TO 3,1,8) = 2388 1188 0
WELLBOTTOM 1 TO 3,1,8) = 2388 1188 100
DI AVETER(1,8) = 1.0

PRLI M T(8) = 2500

WELLPQ 8) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

VELLNAME( 9) " PROD12"

KI NDVELL( 9) 3

WELLTOP(1 TO 3,1,9) = 612 1812 0
VWELLBOTTOM 1 TO 3,1,9) = 612 1812 100
DI AMETER(1,9) = 1.0

WELLPQ9) BI ock

I nterpol ati on Li near

Ext rapol ati on Const ant

Data 0. 500

EndBl ock

VAELLNAME( 10) " PROD13"

KI NDWELL( 10) 3

WELLTOP(1 TO 3,1,10) = 1812 1812 0O
VWELLBOTTOM 1 TO 3,1, 10) = 1812 1812 100
DI AMETER( 1, 10) = 1.0

WELLPQ(10) Bl ock

I nterpol ati on Li near
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Extrapol ati on Const ant
Data 0. 500
EndBl ock

WELLNAME( 11) = "I NJ15"

KI NDWELL(11) = 2

WELLTOP(1 TO 3,1,11) = 12 2388 0
WELLBOTTOM' 1 TO 3,1,11) = 12 2388 100
DI AMETER(1,11) = 1.0

PRLIM T(11) = 2500

WELLPQ 11) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

WELLNAME( 12) "1 NJ16"

KI NDWELL( 12) 2

WELLTOP(1 TO 3,1,12) = 1188 2388 0
WELLBOTTOM 1 TO 3,1,12) = 1188 2388 100
DI AMETER( 1, 12) = 1.0

PRLIM T(12) = 2500

WELLPQ 12) Bl ock

I nterpol ati on Li near

Extrapol ati on Const ant

Data 0. 1000

EndBIl ock

WELLNAMVE( 13) = "I NJ17"
KI NDWELL(13) = 2

WELLTOP(1 TO 3,1,13) = 2388 2388 0
WELLBOTTOM(1 TO 3,1, 13) = 2388 2388 100
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