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ABSTRACT 
 
Gas in tight sand and shale exists in underground reservoirs with microdarcy (µD) or even 
nanodarcy permeability ranges; these reservoirs are characterized by small pore throats and 
crack-like interconnections between pores. The size of the pore throats in shale may differ 
from the size of the saturating fluid molecules by only slightly more than one order of 
magnitude. The physics of fluid flow in these rocks, with measured permeability in the 
nanodarcy range, is poorly understood. Knowing the fluid flow behavior in the nano-range 
channels is of major importance for stimulation design, gas production optimization and 
calculations of the relative permeability of gas in tight sand and shale gas systems. The project 
targets on improving the understanding of the flow behavior of natural gas and introduced 
fluids (water, surfactant solutions and polymers) in micro-Darcy to nano-Darcy range of tight 
sand and shale formations by using advanced single-molecule imaging system, coreflooding 
experiments, combined with nano-fluidic chips and pore-scale numerical simulation techniques. 
This reports our three years’ effort for this RPSEA funded research project. 
 
Nanofluidic chips with 100 nm channels were fabricated firstly, and had been successfully used 
to run multiphase flow experiments. These chips can withstand pressure up to 1000 psi and 
temperatures up to 100°C. Its transparent matrix enables the direct observation of immiscible 
fluids interacting on the nano-scale. A batch of nanofluidic chips with pore sizes from 30 nm to 
500 nm had been fabricated to further the progression of experiments. A lab-on-chip approach 
for direct visualization of the flow behavior of introduced fluid (water, surfactant solutions and 
polymers) in nanochannels was developed using an advanced single-molecule imaging system 
combined with a nanofluidic chip. Single- and two-phase flow experiments are conducted in 
micro-fabricated porous media analogs (PMA) with random homogeneous and heterogeneous 
networks based on Voronoi tessellations. Two phase flow behavior in nanochannels was 
investigated and displacement of two-phase flow in 100 nm depth channels was characterized. 
Different models with various geometries and wettability conditions are used for these tests.  
 
The additives in fracturing fluids may impact fracture permeability, rock wettability, and liquid 
intake, thus influencing gas flow. To remedy this problem, intensive studies of fluid rock 
interaction are performed in order to better understand the impact of induced fluid on rock 
surface wettability, gas phase permeability, and liquid imbibition. The mineralogy of gas shale 
samples are analyzed using x-ray diffraction in an effort to reveal any relationship between 
mineralogy and wettability. Contact angle measurements are performed on both tight sand and 
shale, and the effect of various fracturing fluid additives on sample surface wettability were 
examined. The impact on gas phase permeability and liquid imbibition by introduced additives 
were studied in detail. The disproportionate permeability reduction in fracture by the 
introduced polymer was also investigated. 
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On numerical modeling, a three-dimensional, parallelized multicomponent, multiphase flow 
simulator for the simulation of heat and solute transfer in porous media made up by sphere 
packings have been developed. Transport of solute is simulated by using a tracer method. 
Transport of polymers, nanoparticles, or nanoemulsions is approximated as a particle-transport-
through-porous media problem. Results obtained from single-phase flow simulations agree well 
with existing and new experimental and numerical data. The tortuosities of two dimensional 
random porous media models, which were used in the experiments, have been calculated. A full 
solution is obtained for the case where the porous medium is a simple cubic array of spheres 
and the suspended particles are moved exclusively by hydrodynamics. 
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EXECUTIVE SUMMARY 
 
This project focuses on clarifying the flow behavior of natural gas and introduced fluids (water, 
surfactant solutions and polymers) in micro-fractures and nano-sized pores of tight sand and 
shale formations by using an advanced single-molecule imaging system combined with nano-
fluidic chips and pore-scale numerical simulation techniques. This reports our three years’ 
effort for the RPSEA funded research project. 
 
Nanofluidic chips construction. The first batch of nanofluidic chips with 100 nm channels 
fabricated in the first year have been successfully used to run multiphase flow experiments. A 
new batch of nanofluidic chips has been fabricated to further the progression of experiments. 
The new chips have a range of characteristic pore sizes from 30 nm to 500 nm, and others 
contain random networks of nanochannels of 30nm and 300nm, making it possible to 
systematically study the effect of pore size on flow and transport properties. The nanofluidic 
chips with 30 nm to 500 nm pore size can withstand pressures up to 1,000 psi and 
temperatures up to 100 °C 
 
Development of optic imaging method for single and two-phase pressure driven flows in 
nanochannels. A novel lab-on-chip approach for direct visualization of the fluid flow behavior in 
nanochannels was developed using an advanced single-molecule imaging system combined with 
a nano-fluidic chip. Experiments of single and two phase flow in nanochannels with 100 nm 
depth were conducted. The linearity correlation between flow rate and pressure drop in 
nanochannels was obtained and fit closely into the Poiseuille’s Law. Meanwhile, three different 
flow patterns, single, annular, and stratified were observed from two phase flow in 
nanochannels experiments and their special features were described.  
 
Gas/water fluid flow behavior in the nanochannels. Displacements of two-phase flow in 100 nm 
depth channels were characterized. Specifically, the two-phase gas slippage effect was 
investigated. Under experimental conditions, the gas slippage factor increased as the water 
saturation increased. The two-phase flow mechanism in nanochannels was proposed and 
proved by the flow pattern images. The results are crucial for permeability measurement and 
gas slippage factor determination for unconventional shale gas systems with nano-scale pores. 
 
Gas/surfactant fluid flow behavior in the nanochannels. With the 500nm-deep nanochannels, 
different concentrations of surfactant, liquid saturations at different pressure drops were 
studied. The results showed that the surfactant used in the experiments was able to reduce the 
entrance pressure and residual liquid saturation. However, the surface wettability was not 
altered after the surfactant flooding, which indicates that the adsorption of surfactant was not 
significant. 
 
Gas/polymer fluid flow behavior in the nanochannels. A two-phase flow regime map for 
nanochannels was presented. The flow behaviors of polymer/decane fluids in different capillary 
models that mimic micro-fractures were monitored using a single-molecule imaging system. We 
studied the effect of channel dimensions and wettability on the flow and aggregation behavior 
of polymer particles in micro-scale channels. Flow velocity distribution and aggregation 
configuration were characterized. The setup of the experiment then was optimized in order for 
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the nano-chips to apply to the study’s purpose. Gas visualization was achieved as well using the 
molecular tagging velocimetry method with the optimized epifluorescence system. 
 
Wettability test using tight gas and shale chips. With XRD analysis on shale sample, calcite 
content was found to be the dominant factor in increasing the shale gas contact angle and 
changing the wettability of shale gas rock to oil-wet. Organic matter content governed the 
wettability alterations of calcareous samples. The tight sand sample surface was water-wet. The 
introducing of friction reducer caused the tight sand to become less water-wet. The injection 
and soaking of breaker caused the tight sand surface to become intermediate wet. The injection 
of surfactant did not alter the surface wettability of the tight sand. 
 
Imbibition and core flooding test using tight gas sands. At the under balanced and balanced 
conditions, the reduction in the pore radius in tight sand resulted in a higher imbibition rate and 
amount than when only brine treatment was applied. In the over balanced condition, in which 
FR and breaker were injected into tight sand, respectively, the imbibition rate and amount were 
opposite. Samples treated with surfactant exhibited the lowest fluid imbibition capacity for all 
conditions, which indicates some kind of wettability alteration deep in the matrix 
 
Imbibition and core flooding test with shales. A comprehensive experimental method is 
developed to study fluid imbibition with cocurrent imbibition method. The result is quantities, 
compared with other researcher’s preparing method. The imbibition happened at early stage is 
very fast, and it becomes very slow at the later stage. The two imbibition rates are very different 
from each other. After surfactant treatment, the shorter the sample, the more the slope 
decreases at early stage, but the more it increases at the later stage. After surfactant treatment, 
the lower the fluid concentration, the smaller the slope decreases at early stage, and the more it 
increases at later stage. 
 
Polymer effect on gas permeability. At lower water flow rates, the residual resistance factor for 
brine decreased as the shear rate increased, and the relationship was fitted well with a power-
law equation. A new approach was developed to determine the residual resistance factor for gas 
in order to evaluate the effect of polymer on gas flow behavior. The narrower fracture exhibited 
a larger Frr,gas at the same superficial gas velocity. For the shale fracture models with different 
fracture widths, the Frr,water was much larger than the Frr,gas, which indicates that the polymer 
resisted water flow more than gas flow in the shale fracture models.  
 
Pore-scale Numerical Simulation. We wrote tracer-based algorithms for heat and mass transfer 
in random geometries made up by spheres. A three-dimensional, parallelized lattice Boltzmann 
fluid flow simulator was developed. This simulator demonstrates a nearly ideal speedup. We 
calculated the tortuosity of two-dimensional random porous media models made up by 
channels using lattice-Boltzmann-based methods. As test problems, the porosity-permeability 
relationships in three synthetic porous media geometry types (fractured, tubular and fibrous) 
were studied. The results agree well with published data. A direct comparison with experiments 
conducted in micro-fluidic networks also showed excellent agreement.  Our implementation of 
multiple fluids successfully reproduced the interfacial tension and contact angle under different 
wetting conditions. 
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1. Introduction  
 
1.1 Statement and Significance of the Problem 
Recently, the USGS estimated that tight-sands and gas shale in the U.S. may hold up to 460 Tcf 
of gas. There are about 200,000 unconventional gas wells in low permeability sands, coal-bed 
methane deposits, and gas shale in the lower-48 states. Tight sand and shale gas exists in 
underground reservoirs with micro-Darcy (µD) range permeability and are characterized by 
small pore throats and crack-like interconnections between pores [1]. These microscopic 
features result in some characteristic macroscopic features such as high capillary pressures, low 
porosities, high irreducible wetting phase saturation and low permeability. In order to obtain 
commercial production from extremely low permeability gas reservoirs, hydraulic fracturing 
stimulation is required at the beginning of the well production. Proper selection of a fracturing 
fluid is the key for a successful stimulation job.  
 
Currently, selection of hydraulic fracturing fluids for unconventional gas wells borrows from 
conventional oil & gas techniques and practices. However, shale and tight sand, even both are 
very tight formations, have their own unique properties and characteristics. The selection of 
hydraulic fracturing fluids for shale and tight sand, therefore, should be different. For example, 
tight sand is dominantly composed of silica and the rock is water-wet, however shale is 
comprised of predominantly clay minerals, quartz, pyrite and the organic matter is oil-wet. This 
difference will result in different fluid flow behavior in shale and tight sand.  
 
Water, surfactant solutions, and polymer solutions are often introduced into tight formations 
during hydraulic fracturing, drilling, and completion. This research project will improve the 
understanding for the introduced fluid flow behavior in tight gas and shale formations. This 
research was conducted using single-molecule imaging system combined with nanofluidic chips 
and pore-scale numerical simulation techniques. The flow behavior of gas, water, surfactant and 
polymers solutions in nano-scale tight formations was examined. The effect of the introduced 
fluids on natural gas transportation in tight sand and shale was studied separately. In addition, 
we will characterize important flow properties such as capillary pressure, absolute permeability, 
relative permeability, and non-Darcy flow parameters.  
 
The size of the pore throats in shale may differ from the size of the saturating fluid molecules by 
only slightly more than one order of magnitude. The physics of fluid flow in these rocks, with 
measured permeabilities in the nanodarcy range, is poorly understood. In this project, advanced 
nanofluidic chips construction and single molecule monitoring technologies will be used to 
visualize gas and liquid flows in nano-scale porous media nanochips with pore 
spaces/channels/fractures. In addition, we will employ 2D and 3D pore-scale simulations to 
study the flow of gas and liquid in nano-scale pore spaces. Therefore, the research should 
improve our understanding on the factors controlling fluid-fluid and rock-fluid interactions in 
tight formations, which is of major importance to the improvements of current tight gas 
reservoir simulators, tight gas reservoir development techniques, and hydraulic fracturing 
designs. 
 
1.2 Background and Existing Technologies/Methodologies 
A frequent cause of productivity impairment in gas wells during drilling, completion and 
workover operations is the retention of the injected fluids and the specially designed additives, 
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such as friction reducers, viscosity modifiers, and etc. Gas in tight sand and shale exists in 
underground reservoirs with micro-Darcy (µD) or even nano-Darcy range permeability and are 
characterized by small pore throats and crack-like interconnections between pores. It is 
increasingly important for tight gas development to select proper fluids and associated additives 
that have no damage to the formation. Knowing the fluid flow behavior is of major importance 
for the proper selection of fracturing fluid and additives. 
 
Many petro-physical properties of unconventional tight gas formation are significantly different 
from those of conventional reservoirs because of nano-scale pore and channels, unique pore 
structure, and the resulted wettability, transport, and storage properties. These differences 
definitely result in different mechanisms of fluid flow in unconventional gas play from those in 
conventional gas play, especially when the size of the pore throats in tight formations differs 
from the size of the saturating fluid molecules by only slightly more than one order of 
magnitude. 
 
Although shale and tight sand are both very tight formations, they are very different. Tight gas is 
a  tight  sandstone  reservoir  dominantly  composed  of  quartz,  followed  by  feldspar,  rock 
fragments, and others [2]. The tight rock is completely water-wet, and gas is stored in the pore 
space in free gas. On the other hand, shale is comprised of four types of porous media: the 
nonorganic matrix, the organic matrix (pore size ranging from 5 to 1,000 nm, adsorbing gases, 
and storing free gases), natural fractures, and hydraulic fractures [3], as shown in Figures 1-1 (a) 
and (b). Organic matter is oil-wet. The gas flow in the nano sized material is speculated to be 
different from that in micro sized pore system [4], but no evidence is available to support that 
speculation.  
 

 
Figure 1-1 (a): Schematic diagram showing shale porous media compositions 

 

 
Figure 1-1 (b): Gas production mechanisms from gas shale [5] 

 
Slickwater fracs have been widely employed in tight sand and shale gas plays [6, 7]. 
Polyacrylamide polymer (anionic, cationic or nonionic) is often added into slick water as a 
friction reducer. Typical loading ranges from 0.25 gallon to 1 gallon of friction reducer per one 
thousand gallons of water. In addition, microemulsions (CESI Chemical) and nanofluids (Frac 
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Tech Services, Ltd) have been used in hydraulic fracturing jobs for tight sand and shale gas and 
have showed very promising results because the fluids can significantly reduce interfacial 
tension between water and gas and thus significantly reduce the capillary pressure which is the 
dominant reason of water blocking in tight formations. Therefore, this project addresses on the 
effect of water, polymer and surfactant on gas flow in the nanosize pores. 
 
1.2.1 Nano-fluidic construction technologies and related research results 
Porous media analogs are experimental techniques that mimic some features of subsurface fluid 
flow.  Usually these analogs consist of systems that have similar governing differential equations 
as porous media fluid flow. The most widely used analog is the Hele-Shaw analog, which uses 
fluid flow between two parallel plates as a model system [8].  The Hele-Shaw analog is based on 
the similarity between the differential equations describing flow of a viscous liquid in a narrow 
space between two planes and saturated flow in a porous medium.  Hele-Shaw analogs are 
useful for studying instabilities between immiscible liquids [9], oil production in reservoirs [10], 
and sea water intrusion [11].  Another popular model is the electric analog based on the 
similarity between Darcy’s law and Ohm’s law for flow of electric current through a conductor 
[8]. While Hele-Shaw and electric analogs are capable of capturing some macroscopic features 
of saturated flow in porous media, they are unable to model important phenomena that occur 
at the pore-scale, especially in unsaturated systems.   
 
Alternative experimental models are micromodels of porous media [12].  Micromodels are two-
dimensional physical recreations of porous media that are generally etched into a glass 
substrate.  Typically a given pore geometry is defined by photolithography, which is then 
transferred into the glass using isotropic wet etching (hydrofluoric acid).  The etched substrate is 
covalently bonded to a second piece of glass to yield a closed system.  Micromodels are a useful 
for studying multiphase flow in under both saturated and unsaturated conditions [13].  Further, 
they provide a mean for directly visualizing displacement of one fluid by another since they are 
made of transparent materials.  Micromodels have been used to simulate numerous porous 
media transport phenomena including microorganism transport in unsaturated porous media 
[14], bacteria dispersion in bioremediation strategies [15], and enhanced oil recovery [16-19].  In 
many studies, the geometry of the porous media tends to be regular arrays of pillars or 
polygons.  While these geometries capture features of some porous materials, they generally 
have porosities in the range of 0.4-0.9. In addition, owing the limitations of photolithography 
and the isotropic wet etching of glass, the smallest pore size achievable is ~10 mm. Collectively, 
these relatively high porosities and large pore sizes are incapable of accurately representing 
formations such as tight gas and shale gas.   
 
To overcome the aforementioned limitations of conventional micromodels, recent advances in 
nanofabrication can be used to define submicron pores and complex geometries [20].  Electron 
beam, or e-beam, lithography is an alternative method to photolithography that can define 
geometric features down to 10 nm. E-beam lithography has been used to create nanochannels 
for applications including separations, single molecule biophysics, and heterogeneous catalysis.  
Over the past decade, visualization in nanochannels down to a single molecule has become 
possible using a combination of fluorescent labeling and wide-field microscopy techniques [21].  
To date, there are no reports of porous media analogs at the submicron scale for studying 
natural resource recovery.   
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1.2.2 Monitoring technologies and fluid flow characterization in nanoscale models  
A novel single molecule dynamic imaging system has been developed in Yinfa Ma’s research 
laboratory, as shown in Figure 1-2. This dynamic imaging system can allow us to follow many 
fluorescent molecules at the same time in a micro-channel or nanochannel to study their flow 
behavior and flow velocity. The system has been successfully adopted to study the migration 
behavior and flow profiles of nanoparticles, DNA molecules and other molecules in a 
microchannel and a nanochannel [22, 23]. Briefly, a laser-induced fluorescence imaging system 
was developed that can be easily switched between the evanescent wave excitation mode and 
commonly the wide field excitation mode. The 175 nm fluorescence microbeads and λDNA 
molecules were used respectively to visualize flow field and to measure velocities. The effect of 
Brownian diffusion on the measurement was also studied. This system allows one to measure 
the flow velocities in the middle and at the bottom of a channel in one experiment, and to 
observe the molecular transport behavior in the whole channel.  In our recent study [24, 23], the 
local equilibrium isotherms at confined liquid-solid surfaces have been obtained from the 
statistics of real-time, local velocities, and positions of single molecules by measuring 
preferential partitioning from shearing effects associated with the change in flow velocity from 0 
at the wall to the average value in the center of a microchannel. The local equilibrium isotherms 
demonstrated that they varied from the stair type to the mild “S” type, depending on the 
defined micro radial regions at the near wall interface for the same labeled λDNA molecules at a 
given liquid-solid interface.  
 

 
Figure 1-2: Optical setup for measuring the velocity of particles and molecules in a 

microchannel. 
(A) Top view of the fused silica chip used in the experiments; (B) Sketch of the evanescent wave 

illumination and wide field lighting. 1, laser; 2, shutter; 3, mirrors; 4, lens; 5, beamsplitter; 6, 
gobos; 7, prism; 8, chip; 9, objective; (C) Coordinate of the channel. X-axis is the flow direction; 
Y-axis is the channel height; Z-axis is the channel wide; O locates in the plane of H/2 and W/2. 
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This study showed that the flow profile of λDNA molecules in a microchannel was different from 
those in a macrochannel and the isotherms were significantly different from those taught in a 
textbook.  In addition, our recent studies (not-published) showed the molecule flow profile of 
λDNA molecules in a nanochannel was also different from those in a microchannel due to the 
larger relative surface areas in a nanochannel and strong interaction of λDNA molecules with 
channel walls. Whether a gas phase flow in a nano-channel is different from that of 
microchannel will be comprehensively evaluated in this study.  
 
1.2.3 Macroscle core experiments---Imbibition and core flooding tests  
Capillary force in the formation is the major reason for fluid retention. Capillary pressure (pc) is 
defined as: 𝑝𝑐 = 𝑝𝑛𝑤 − 𝑝𝑤 = 2𝜎 cos𝜃

𝑟
, where pnw and pw are the pressure of non-wetting and 

wetting phase, respectively; σ is the interfacial tension between two phases; θ is contact angle 
to reflect rock wettability and r is the radius of pore or cracks. The pore radius in tight 
formations is in the range of submicron to nano-meter, the capillary pressure could be very 
large if the formation is water wet.  Figure 1-3 (b) shows the capillary pressure at a function of 
water saturation for different permeable water-wet rocks, which indicates the higher capillary 
pressure available in tight formations to imbibe and trap aqueous liquid due to capillary 
imbibitions if the formation is water-wet [25]. The higher imbibition capillary pressure creates a 
zone of high water saturation in tight rocks.  Figure 1-3 (a) show the significant reduction of gas 
relative permeability with the increase of water saturation. 
 

 
Figure 1-3 (a): Effect of capillary pressure on water relative saturation [25] 
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Figure 1-3 (b): Effect of water imbibitions on permeability 

 
Imbibition and core flooding tests are two major methods to evaluate the effect of capillary 
effect on gas permeability.  Tight gas sand is typically mainly composed of silica and its rock is 
water-wet. Many studies have been carried out to reduce the capillary pressure effect by a 
proper selection of surfactants which can reduce interfacial tension and modify the rock 
wettability [26-34]. However, gas shale is composed of both oil-wet and water-wet components; 
the imbibition and core-flooding tests in the mixed wet rocks have not been reported. The 
imbibitions and core flooding results should directly relate to the pore structure of the cores 
used in the experiments. However, such characterizations were not reported in published 
documents. In the project, the FEI Helios NanoLab 600 FIB/FESEM intended for a simultaneous 
site-specific FIB cross-sectioning and high resolution nondestructive SEM imaging in Missouri 
S&T will be used to characterize the cores that will be used for imbibition and coreflooding tests. 
 
1.2.4 Numerical simulation technologies 
Objective this research: understanding fluid flow in tight gas and shale formations, the role of 
numerical study is to provide information that cannot be easily obtained from nanofluidic chip 
experiments and core flooding tests, such as the three-dimensional motion of liquid-gas 
interfaces and transport of additives and inclusions. Numerical simulations also offer easy 
means of changing the various parameters, such as pore geometry, fluid properties, and 
inclusion properties and concentration to facilitate the design / testing of additives to achieve 
optimal performance, such as low friction in fractures, less penetration (damage) into the 
formation, and easy flowback (low leakoff) when displaced by formation gas. 
 
In the discussion below, we will review the existing numerical simulation methodology for pore-
scale multiphase flows, and highlight the novelty of this study. Pore-scale modeling typically 
follows two routes: network models and direct solution of the Navier-Stokes equations. 
Network models have been widely used to simulate multiphase flows in porous media. Out of a 
large body of literature on network models, we cite an excellent recent review by Blunt [35] 
where many references can be found. Network models are built upon the assumption that all 
fluids reside in pores. Wetting fluids can travel from one pore to another via tubes connecting 
the two pores, the flow rate of which is governed by the Poiseuille law; non-wetting fluids can 
also travel via these tubes once the pressure difference between the pores overcomes the 
capillary pressure. Network models are simple and versatile. However, they rely on knowledge 
obtained from micromodel experiments or simulations to provide the physics of pore-filling, 
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which, for a combination of a complex fluid (fracturing fluid) and tight sand and shale, are not 
yet available. 
 
Another, and more fundamental, approach of pore-scale modeling is direct solution of the 
Navier-Stokes equations in porous media using finite element, finite difference, level-set or 
Lattice Boltzmann methods.  These methods are computationally expensive, but are able to 
yield directly the motion of fluids in the pore space.  While many direct numerical simulation 
studies use the Lattice Boltzmann method [36-39], due to its simplicity in handling complex 
geometry, other methods have also been successfully developed and applied [40, 41].  Because 
these methods require detailed construction of the pore geometry, they quickly find X-ray 
computed tomography (CT) [42] a perfect companion to provide microscopic, three-dimensional 
structure of the pores.  For tight sand and shale formations, as the typical size of pores (nano-
scale) is less than the minimum resolution of regular tomography, novel nano-scale imaging 
techniques have been developed to build pore structures for direct numerical simulations [43]. 
 
In this numerical study, we used Lattice Boltzmann method (LBM) to study the flow of fracturing 
fluid in tight sand and shale formations. The advantage of LBM lies in its simplicity and ability to 
naturally merge intersecting interfaces. In the past, the disadvantage of LBM includes high 
computational cost, unphysical spurious currents near interfaces, and difficulty in implementing 
fluids with high contrast in density and viscosity.  However, with parallel computation and 
recent developments in theory and numerical techniques, many of the disadvantages can be 
partially or totally eliminated.  A few recent publications are listed here: reduction / elimination 
of spurious currents [44-46]; fluids with high contrast in density and viscosity – [47-49].  These 
developments will be synthesized into this numerical model. 
 
In addition to studying gas-liquid displacement flows in tight formations (previously approved 
RPSEA 07122-22), we will also combine Lattice Boltzmann method with tracers to study 
transport of surfactant in porous media.  In this methodology, the molecules conduct Brownian 
motions (diffusion) while being convected by the carrier fluid. Such methods have been 
successfully applied to porous media and suspension flow problems to study transport and 
dispersion of chemicals [3, 50-54].  The size of the Brownian steps can be adjusted to achieve 
the proper equilibrium distributions of surfactants in both phases and near the interface [55]. 
The interaction between the two fluid phases and the interaction between the fluid phases and 
the solid can be adjusted based on local concentration of tracers to simulate the reduction in 
capillary pressure and the alteration in wettability due to surfactants. 
 
Another research topic beyond the scope of existing work / technology is the rheology of 
“particulate” fluids in tight formations.  Of the additives used in fracturing fluids, particular 
interesting are the polymers as friction reducers and the microemulsions generated by the 
surfactants [56]. The size of these inclusions ranges from a few nanometers to tens of 
nanometers and are not much smaller than the size of pores.  Very little is known on how these 
inclusions flow with the carrier fluid in tight sand and shale formations.  A good understanding 
of the flow of these “suspensions” is needed so that we can improve the design of fracturing 
fluid additives.  In this study, we used to model these fluids as suspensions of solid particles: 
dilute polymer suspension can be modeled as a dilute suspension of solid particles; 
microemulsions can also be treated as dense suspensions of solid particles because surfactant 
would immobilize the surface of the drops, and the interfacial tension is so strong at the 
nanoscale that the drops in the emulsion are hardly deformable.  We will study how inclusion of 
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particles changes the dynamics of displacement flows: injection and flowback. If warranted, 
adhesion between the particles and the porous matrix may be implemented to simulate 
adsorption effects. 
 
In this research, as we do not have the equipment to image and reconstruct nano-scale 
geometries, we construct numerical and experimental nano-scale porous media analogs use 
stochastically generated two- and three-dimensional geometries. Cross-comparison between 
nano-scale micro model experiments and simulations will verify the effectiveness of the 
numerical model, and will pave way for its future application in more realistic geometries. 
 
1.3 Objective 
The objective of the project is to improve the understanding of the flow behavior of natural gas 
and introduced fluids  (water, surfactant solutions and polymers) in nano-Darcy range of tight 
gas and shale formations by using advanced single-molecule imaging system combined with 
nano-fluidic chips and pore-scale numerical simulation techniques. Specifically, we will examine 
the flow behavior of gas and introduced fluids in the nano-scale pores and cracks in tight 
formations and study the effect of introduced fluids on natural gas transportation properties, 
such as capillary pressure, absolute permeability, relative permeability, non-Darcy flow.  
 
1.4 Research Scope 
The flow chart of this project is shown in Figure 1-4. 

Nanofluidic chip

Using Single‐Molecule Imaging System 
Combined with Nanofluidic Chip to Understand 

Fluid Flow in Tight and Shale Gas Formation

Chip fabrication

Single and multi 
phase flow in chips

Real shale and 
tight sand rock

Fluid impact on fracture 
surface and matrix

Simulator development

Numerical Simulation

Simulation of solute and 
particle transportion

Fluid impact 
in fracture

 
Figure 1-4: Flowchart of this study 
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2. Nanofluidic Chips Construction and Experiment to Understand Fluid 
Flow on Nano‐Scale Pore Space and Cracks 

 
Task 5 Description 
The Subcontractor shall fabricate nanofluidic chips that mimic the pore geometry of the tight 
gas sands using novel nanofabrication techniques.  A method shall be developed for transferring 
the geometry of complex media into silicon, glass, or polymer substrates.  The method shall 
recreate the pore size in nanochips for the features as small as 100 nm.  The constructed chips 
shall be allowed for real-time characterization of the flow within the pores and can resist the 
temperature to 100 °C and the pressure to 1000 psi.   
 
Task 5 Summary 
The objective of Task 5 is to fabricate nanofluidic chips to enable study of multiphase flow on a 
length scale more relevant to the size of pores in tight gas and shale formations.  Two 
milestones were identified for this task: 

a) Fabrication of PDMS, silicon, and quartz microfluidic and nanofluidic networks (End of 
Year 1); 

b) Single- and two-phase flow experiments in microfluidic and nanofluidic networks (End of 
Year 2). 

We have achieved both milestones. Nanochips made up by silicon and Pyrex were fabricated 
using facility at the Oak Ridge National Laboratory. The first batch of nanofluidic chips contains 
parallel nanochannels that are 100nm in the critical dimension. In the second batch of 
nanofluidic chips, some contain parallel nanochannels with critical dimension between 50nm 
and 500nm, and others contain random networks of nanochannels of 30nm and 300nm. 
 
In the first year, we conducted drainage and imbibition experiments in microfluidic porous 
media chips using a corner-to-corner displacement pattern. In the second year, we continued 
the microfluidic experiments and studied the effect of pore geometry on oil-water displacement 
efficiency in oil-wet porous media chips. We also conducted preliminary gas-water drainage 
experiments. In the third year, we conducted preliminary water-oil displacement studies and 
evaporation/phase behavior tests in nanofluidic chips. Though some results are not in the scope 
of Task 5, these results are also included in this report to acknowledge RPSEA support on 
nanofluidic model development. 
 
Task 7 Description 
The objective of this task is to understand the flow behavior of different fluids which are 
introduced in the tight formations during hydraulic fracturing, completion, in nanoscale pore 
spaces/channels. The models with water-wet, mixed-wet and oil wet will be used for the tests. 
The gas/water fluid flow profile in a nanofluidic chip will be monitored using a novel single 
molecule imaging system that was developed in the Yinfa Ma’s research laboratory. The imaging 
system may require necessary modification if necessary. 
 
Task 7 Summary 
The flow behavior of gas, water, polymer and surfactant in microchannel and nanochannel were 
studied in this task. Four milestones were spotted for this task: 

a) Optimizing the Nanochannel Imaging System for gas and liquid flow (End of Year 1); 
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b) Gas/water fluid flow characterization (End of Year 2); 
c) Gas/surfactant solution flow characterization (End of Year 3); 
d) Gas/polymer flow characterization (End of Year 3). 

We have accomplished four milestones. With the in stock and customized microfluidic chips and 
nanofluidic chips, gas, water, polymer and surfactant fluid flow were characterized.  
 
In the first year, the Single Molecular Imaging System was modified and tested to be working 
with the micro and nano sized flow. In the second year, different condition of gas and water 
flow in nanochannel and nanopore network model were studied in detail. In the third year, 
gas/surfactant flow was investigated in nanochannel. And gas/polymer flow was examined with 
microchannel. 
 
2.1 Milestone 1 ‐ Fabrication of Microfluidic and Nanofluidic Models 
Microfluidic devices were fabricated using poly-dimethylsiloxane (PDMS), a soft elastomer. The 
critical dimension (pore size) in PDMS microfluidic devices is generally a few to tens or hundreds 
of micrometers. These devices can be relatively easily made. However, they deform under high 
pressure, are gas permeable and cannot tolerate solvents and high temperature. In this study, 
they are used under room condition to study multiphase flow with water and mineral oil.  
 
Nano-fluidics chips were fabricated using silicon and Pyrex. The materials and the connectors 
are capable of withstanding pressures of up to 1000 psi and temperatures of up to 100°C. In 
terms of design, they all consist of two micro-scale channels. In the middle of the microchannels, 
parallel nanochannels or a network of nanochannels is made to connect the microchannels. See 
Figure 2-1 for an example. As the nanofluidic chips are the main research tool for this project, its 
fabrication process is elaborated below. 
 

 
Figure 2-1: Schematic of a typical nanofluidic device 

A1, A2, B1 and B2 are ports for fluid injection / production that can be subjected to different 
pressures (P1 through P4). 
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The nano-scale features were etched into silicon nitride-coated <100> silicon wafers using a 
combination of photolithography and reactive ion etching. <100> means that the surface of the 
silicon wafer coincides with the crystal plane. Figure 2-2 shows the overall fabrication procedure 
of the nano-fluidic chips. First, the nano-channels (parallel or network) were defined by 
photolithography, followed by CF4 reactive ion etching (RIE) of the nitride and SF6 RIE of the 
silicon (Fig 2-2a). The channel width was defined by photolithography and the channel depth 
was defined by RIE (Figure 2-2c). This shallow silicon plasma etch provided nanometer control 
over the channel depth. The next step was etching micro-channels using a similar procedure. 
The major difference is that instead of using the isotropic etching that was used to define the 
depth of the nanochannels, we used an anisotropic etching technique known as the Bosch 
process, a two-step process of alternating etching and deposition steps. The end result is the 
ability to define straight sidewalls many microns in depth. The final silicon processing step was a 
backside etch to define the inlet and outlet holes and release the device from the wafer. Again, 
we used the Bosch process to bore four holes (diameter = 1 mm) through the entire wafer 
(thickness = 0.5 mm) using a nitride etch mask. The final relief structure in the silicon wafer is 
shown in Figure 2-3. The scalloped side-wall profile (Figure 2-3d) is a result of the Bosch process. 
All silicon processing was performed at the Center for Nanophase Materials Science at Oak 
Ridge National Laboratory. Figure 2-3 is an image of the first batch of nanofluidic devices. The 
nanochannels were 5 µm wide and 200 µm long and the channel depth was 100 nm. 100 parallel 
nanochannels were etched to connect the microchannels. 
 

 
Figure 2-2: Cross-sectional schematic of Si-Pyrex micro- and nano-channel fabrication 

process.  
 
Here 100 nm is used as the depth of the nanochannels. 
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Figure 2-3: (a) – (d) Electron micrographs of nano-fluidics chips. 

 
The nanofluidic devices were transported back to CSM for cleaning and assembly. Photoresist 
etch masks were removed using wet (Piranha) and dry (oxygen plasma) etching. Silicon nitride 
etch masks were removed using phosphoric acid at 80 °C. After a careful inspection of all 
features, the silicon devices were bonded to Pyrex coverslips using anodic bonding at 330 °C and 
1 kV. The Pyrex top offers an optically transparent substrate for visualizing fluid flow and solute 
transport. Finally, PEEK Nanoports (Idex Health and Science) were bonded to the inlet and outlet 
holes by epoxy (rated to 1500 psi). Small bore PEEK or stainless steel tubing can be connected to 
the device through the Nanoports.  
 
The major technical challenge that was overcome was the finding of the right fabrication 
scheme and materials to meet the design specifications. Owing to the high pressures desired for 
gas-liquid experiments, we had to abandon the previously utilized elastomer-based materials 
used in the micro- and nano-fluidics models developed in Neeves’ group. We chose to use 
silicon as the primary structural element. Silicon is the most widely characterized material for 
nano-fabrication because it is the architecture upon which integrated circuits are built. 
Particularly relevant to this project is the existence of well-developed methods for anisotropic 
etching of silicon at the nano-scale, as outlined above. The drawback of silicon is that it is 
opaque and therefore not compatible with optical microscopy. To address this issue, we 
introduced a transparent top to our silicon devices. The anodic bonding of Pyrex glass and 
silicon is commonly used for other single molecule fluorescence measurements, such as DNA 
visualization. 
 
The final device allows for the observation of the interaction between two immiscible fluids. 
Each fluid is independently controlled through one of the two micro-channels (Figure 2-1 and 2-
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3). The relatively wide channels (5 µm) with nano-scale depths of 100 nm provide a means by 
which to observe fluid interaction at the nano-scale. 
 

 
Figure 2-4: Electron micrographs of silicon device after forming the micro- and 

nanochannels. 
(a) - (b) 21 rectangular nanochannel array with 5 μm width, 100 nm depth, and 200 μm length. 

The distance between adjacent channels is 10 μm. (c) –(d) nanoscale random porous media 
analog based on Voronoi tessellation;  ~300 grains in 400 x 600 μm2, 19% porosity, 3 μm width, 

and 300 nm depth. 
 
Following the fabrication of the first batch of devices, in the second year we fabricated more 
devices with new designs. Some of these new nanofluidic devices have parallel nanochannels 
(100 nm x 5 µm) that can be fit into a single field-of-view under a microscope for better 
visualization of two-phase flows. They were also with intentionally designed dimensions to allow 
a systematic determination of the effect of channel depth on fluid displacement. In that, a set of 
parallel channels were fabricated with depths of 50 nm to 500 nm with a constant depth-to-
width aspect ratio of 1:50. Other devices used more complex patterns. As shown in Figure 2-4, 
random pore networks were created based Voronoi tessellation with two different depth-to-
width aspect ratios (1:10 and 1:100) while maintaining the same channel width of 3 μm. The 
microchannels had cross-section dimensions of 10μm x 10μm. These chips were fit with 
Nanoport Assemblies (N-124S, Upchurch Scientific) by thermally curable epoxy. Assembled chips 
will be used to conduct single-phase and multi-phase flow experiments in the third year of the 
project. 
 
2.1.1 Single- and two-phase flow experiments in microfluidic devices 
Single- and two-phase flow experiments were conducted in microfluidic porous media models. 
Most experimental porous media models consist of periodic geometries that lend themselves to 
comparison with well-developed theoretical predictions. However, many real porous media, 
such as geological formations, contain a degree of randomness and complexity at certain length 
scales that is not adequately represented in periodic geometries. To design an experimental tool 
to study these complex geometries, we created microfluidic models of random homogeneous 
and heterogeneous networks based on Voronoi tessellations. 
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The first set of experiments was conducted in microfluidic pore networks consisting of 
approximately 600 grains separated by a highly connected network of channels with an overall 
porosity of 0.11–0.20. Some pore geometries are random network of channels; others contain 
heterogeneities in the form of isolated vugs or large pores. Mineral oil and water are used as the 
fluid phases. The porous media after plasma treatment is hydrophilic; after a few hours, the 
PDMS surface can return to an intermediate wetting state while the glass cover slip remains 
hydrophilic. We conducted oil-water displacement experiments under both conditions: plasma-
treated, hydrophilic surface condition and mixed wetting surface condition. 
 
Single-phase flow experiments were used to measure the permeability of both homogeneous 
and heterogeneous (vugs) networks (Figure 2-5). The average permeability of the homogeneous 
networks was 0.42 ± 0.02 µm2, with a range of 0.37 µm2 to 0.43 µm2. Note that 1 µm2 = 1 Darcy 
= 109 nanodarcy. The low standard deviation and small range of permeabilities suggests that 
these random geometries were statistically similar and that the size of the network was 
sufficiently large to be a representative elementary volume. The experimentally measured 
permeability was in very good agreement with that obtained from lattice Boltzmann simulations 
conducted over the same geometries. 
 

 
Figure 2-5: Permeability of (A) homogeneous and (B) heterogeneous networks 

 
The experimental permeability measurements can be compared to theoretical predictions using 
a porosity-permeability relationship. The most commonly-used relationship is the semi-
empirical Kozeny equation. The Kozeny equation is a good predictor of permeability for the 
homogeneous networks, which is not surprising because these networks are physical 
realizations of the capillary tube model upon which the Kozeny equation was established. 
However, the Kozeny equation severely overestimates the permeability in heterogeneous 
networks by four- to five-fold. In our heterogeneous networks, the inclusion of vugs 
approximately doubles the porosity. Due to the cubic dependence on porosity, the Kozeny 
equation predicts an eight-fold increase in permeability with a doubling of the porosity. The 
experimentally measured permeability only increases by approximately 30% with the 
introduction of vugs. When the Kozeny equation is applied to the heterogeneous geometries, it 
interprets the porosity increase introduced by the vugs as more capillary tubes.  However, 
because the vugs are isolated, their porosity does not increase the permeability as strongly as 
that in inter-connected capillaries, which causes the over prediction of the Kozeny equation. 
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A completely homogenous network is a simplification that is rarely, if ever, encountered in real 
porous media. One source of heterogeneity is the contrast between cavities (pore bodies) and 
conduits (pore throats). The ratio between the size of the cavity and the size of the conduit is a 
measure of the level of microscopic heterogeneity. Extremely heterogeneous porous media 
often feature large cavities referred to as vugs. Vugs are caused by minerals dissolving within a 
sedimentary rock matrix and are predominately associated with carbonate rocks. Vugs may be 
O(100) times larger than the inter-vug connections. To study the effect of microscopic 
heterogeneity on fluid flow, single grains or clusters of grains were removed. When 10% of the 
grains were removed and the average cavity size was about sixteen times that of the conduits, a 
two-fold increase in porosity was observed. When the cavities consisted of clusters of grains and 
their sizes were about 40-50 times that of conduits, the porosity after grain removal increased 
from 11% to about 19%. Although these two types of vuggy geometries are different (see Figure 
2-6), there was no significant difference in either the permeability gain or the absolute value of 
the average permeability between removing single grains or clusters of grains. These data 
suggest that the total volume of the vugs, not their individual size, determines the increase in 
permeability compared to the homogenous networks. Using the electric circuit analogy, the 
resistance (inverse permeability) in the fluidic circuit will be determined by the largest resistors 
(channels), with a negligible contribution from the resistance through the vugs. In essence, the 
vugs simply remove some of the high-resistance channels from the network, leading to an 
overall increase in permeability.   
 

 
Figure 2-6: Heterogeneous pore network with individually removed grains (left) and grains 

removed as clusters (right) 
 
A typical example of two-phase flow in porous media is the displacement of oil by an aqueous 
solution in secondary and tertiary oil recovery processes. We simulated this process with a 
corner-to-corner flow in both homogeneous and heterogeneous networks (Figure 2-7). In 
homogeneous networks, oil was displaced in a smooth, continuous fashion until breakthrough 
for both hydrophilic and hydrophobic walls. However, the low resistance of the vugs in 
heterogeneous networks resulted in an interesting filling pattern. Prior to the water arriving at a 
vug, the water displaced the oil in a continuous manner similar to that seen in homogeneous 
networks. However, once the water arrived at the vug, the displacement in the rest of the 
network stopped until the entire vug was filled with water. After the vug was filled, normal 
displacement continued until the next vug was reached. The interpretation of this observation is 
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that once the capillary pressure is overcome at the inlet of a vug, the vug becomes a high-
permeability pathway into which water preferentially drains.  
 
The displacement pattern of the water was a function of both the network topology and 
wetting. The effect of wetting was the strongest determinant of the filling pattern. The filling 
pattern of hydrophobic walls resembles capillary fingering. In the case of hydrophilic walls, the 
water phase spontaneously fills the network, even in the absence of a pressure gradient. When 
a pressure gradient is applied, the filling pattern resembles a set of discontinuous capillary 
domains of water-rich and oil-rich areas. Network heterogeneities increase the branching of the 
pattern, especially in networks with hydrophobic walls. An observation of the transient filling of 
networks shows that water enters into a vug through one channel but exits through many. 
Figure 2-7 shows that the vugs in the hydrophobic case tend to divert the water from the more 
linear trajectory observed in the homogeneous case. 
    

 
Figure 2-7: Displacement of oil (gray fluid) by water (black fluid) as a function of network 

topology and wetting. 
 
Our observation that water saturation in heterogeneous media is higher after breakthrough 
than that in homogeneous media seemingly conflicts with the conventional wisdom in reservoir 
engineering that heterogeneity reduces sweep efficiency. The disparate length scales between 
our micro-models and an actual reservoir could explain this discrepancy. On the microscopic 
level considered in this study, isolated vugs may increase the sweep efficiency. First, vugs act as 
excellent pressure conductors due to their low hydraulic resistance. Given their multiple 
contacts with the low-permeability channels, more area can be swept by the pressure gradient, 
leading to increased water saturation. Second, the porosity in the vugs is close to 100% swept 



20 

from our image analysis, which will also increase the water saturation compared to that in 
homogeneous media. The question of at which scale the heterogeneity begins to reduce the 
sweep efficiency is an interesting one that warrants further study. 

*This work was published as: Wu, M., Xiao, F., Johnson-Paben, R., Retterer, S., Yin, X., 
Neeves, K. “Single- and Two-Phase Flow in Microfluidic Porous Media Analogs Based on Voronoi 
Tessellation,” Lab Chip 12:253-261, 2012. 
 
The second set of experiments was conducted in microfluidic pore networks that were designed 
to resemble a core flooding system. These pore networks are 3 cm in length, 3 mm in width, and 
contains thousands to tens of thousands of grains. They all have identical porosity and similar 
permeability (porosity ~ 0.19; permeability: 130~220 md, measured from single-phase flow 
experiments and compared to lattice Boltzmann simulations, see Table 2-1) but possess 
different pore structures. A total of eleven geometries were studied and Figure 2-8 shows eight 
of the eleven geometries. These geometries were designed to study the effect of pore 
coordination number, randomness in the pore network, and pore-scale heterogeneities such as 
pore size distribution and vugs. Again, mineral oil and water are used as the fluid phases and 
PDMS is the material forming the porous media. Surfactants were also used to control the 
interfacial tension between the fluids and the capillary number 𝐶𝑎 = 𝜇𝑢 𝜎⁄  (c.f. Table 2-2), 
where µ is viscosity of water / surfactant solution, u is the average velocity of the displacement, 
and σ is the interfacial tension. 
 

Table 2-1: Permeability of the microfluidic chips. 
The first row is experimental data and the second row is from simulation. The chip names (U-TV) 

follow the caption of Figure 2-8. 
Chip 
Name U D V H HV S SV D DV T TV 

ϕ 0.190 0.191 0.185 0.190 0.185 0.192 0.189 0.189 0.187 0.190 0.187 
k (md) 187 167 153 182 133 215 161 268 195 225 148 
Sim. 
(md) 202 192 220 231 149 237 162 237 152 234 208 

 
Table 2-2: Fluids used in the drainage experiments and their properties. 

 
 
A significant improvement over the first set of experiments is the uniformity of the surface 
wetting condition. In the first set of experiments, the surface wetting condition can be uniformly 
hydrophilic but cannot be uniformly hydrophobic because of the difference in the surface 
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property between glass cover slip and PDMS. In the second set of experiments, by applying a 
silane treatment to the internal surface of the pores, the microfluidic devices were made 
uniformly hydrophobic relative to the mineral oil used in the study. The contact angle for water-
PDMS-oil is 120°. This allows a forced drainage process to be studied.  Aside from the density 
difference and the gas compressibility effect, which is usually small on the length scale of a few 
centimeters in a reservoir, in terms of viscosity ratio and wetting conditions, water-oil 
displacement studied in these experiments is similar to gas-water displacement during 
fracturing fluid flowback. Microfluidic experiments help us establish flow characteristics on the 
“conventional” micrometer level. These “conventional” data, when compared to the 
“unconventional” data obtained from the nanofluidic chips, can help us better understand the 
difference made by the length scale. A water-oil displacement experiment is also important for 
its own right when it comes to improved and enhanced oil recovery. 
 

 
Figure 2-8: Eight of the eleven pore geometries studied for water flooding and surfactant 

flooding are presented here.  
 
The first row (a) does not contain large pores (vugs). U: randomly connected channels of 
uniform width (6µm); H: channels (6µm) arranged in hexagonal patterns; Dia: channels (6µm) 
arranged in diamond patterns; T: channels (6µm) arranged in triangular patterns. The second 
row (b) contains large vugs. UT: randomly connected channels (8µm) with vugs; HV, DiaV, TV: 
channels (6µm) arranged in hexagonal, diamond, and triangular patterns with vugs. The three 
patterns not included in this Figure are: square (S), square with vugs (SV), and randomly 
connected channels with a Gaussian channel size distribution (D: 4-8 µm). CN stands for the 
coordination number of the geometries. 
 
At the beginning of the experiments, the chips were saturated with water (with 1.5% wt. NaCl). 
Then, oil was injected to displace water from the porous media models. After establishing the 
irreducible water saturation, water (with and without surfactant) was injected again to displace 
oil at a constant 5 psia pressure differential between the inlet and the outlet to simulate 
drainage at high and low interfacial tension conditions. Displacement efficiency was evaluated 
using the fraction of oil produced from the models. 
 
Figure 2-9 shows that the presence of pore (channel) size distribution and/or vugs reduced the 
displacement efficiency. In Figure 2.7, we observed that the vugs increased the sweep efficiency. 
In Figure 2.9, we observed that the heterogeneities in the forms of pore size distributions or 
vugs decreased the displacement efficiency. The experiments in Figure 2.9 used much larger 
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areas and much more grains than the experiments in Figure 2.7. Moreover, it used a side-to-side 
displacement (analogous to a core flooding) rather than corner-to-corner. This shows that the 
scale of porous medium does play a role. What we observed in Figure 2.9 should be more 
representative on the effect of heterogeneities on multiphase flows. The use of surfactant, in all 
cases, increased the recovery of oil (Figure 2-10 and Figure 2-11). The effect of surfactant in 
vuggy geometries, however, is not as significant as in non-vuggy geometries. The addition of 
surfactant significantly increased the capillary number: surfactant not only reduced the 
interfacial tension, but also reduced the capillary pressure. In a forced drainage process, 
capillary pressure is preventing the non-wetting fluid from entering the porous medium. 
Reduction of capillary pressure, therefore, accelerated the drainage process in these 
experiments. 
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Figure 2-9: Water flooding coverage at the points of breakthrough. 

 
Continuous flooding after breakthrough led to additional oil recovery. In Figure 2-12, the 
recoveries after the breakthrough times are presented. It is observed that in most experiments 
the breakthrough time TB marks a turning point in the rate of recovery. The rate after TB is 
generally significantly reduced when compared with the rate before TB. 

*This work was submitted to Physics of Fluids in 2013 and is currently under review. 
 



24 

 
Figure 2-10: Displacement efficiency in chip D 

(water flooding – first row; surfactant flooding – second row) and in chip V (water flooding – 
third row; surfactant flooding – fourth row). 

 

 
Figure 2-11: Recovery factor of chips U~TV at points of break-through.  

 
Surfactant (red squares) has clearly improved recovery over water flood (blue diamonds) in all 
cases. R represents the fraction of oil displaced by water / surfactant solution. The horizontal 
axis is the dimensionless capillary number 𝐶𝑎 = 𝜇𝑢 𝜎⁄  where µ is viscosity of water / surfactant 
solution, u is the average velocity of the displacement, and σ is the interfacial tension. 
 

R 

Capillary number 
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Figure 2-12. Recovery factor R as functions of time. 
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Horizontal axis 1 grid = 1000 seconds in all experiments. The open symbols represent the 
breakthrough time TB. The left column is for water flooding and the right for surfactant. 
 
After the microfluidic experiments, some additional nanofluidic flow and phase behavior 
experiments were conducted. To this end, we have conducted preliminary gas-water and water-
oil displacement experiments as well as phase transition studies. Figure 2-13 shows an 
experiment where nitrogen is used to displace water in a hydrophilic pore network of 300nm 
channels. The flows were highly transient with constant snap-off of the non-wetting phase 
(nitrogen). On average, however, the water saturation in the network was observed to decrease 
with increasing pressure difference. 
 

 
Figure 2-13: Nitrogen breaks through a network of 300nm channels.  

The image on the left is taken when the pressure on the left microchannel (nitrogen) is 43 psig 
and the pressure in the right microchannel (water) is 0 psig. The image on the right is taken 

when the pressure in the left microchannel is 50 psig and the pressure in the right microchannel 
is 0 psig. 

 
Figure 2-14 is a set of images taken from water-oil displacement, again, in 300nm channel 
networks. The water phase contains 4% KCl and the oil phase is a crude oil. In these 
experiments, the nanofluidic device was coated with silane and the wettability of the surface 
prefers the oil. Unlike the gas-water drainage process, water-oil drainage process did not show 
many snap-off phenomena, perhaps due to the incompressibility of the non-wetting phase and 
the nearly identical viscosity of the two phases. 
 
The nanofluidic device was also used to test the effect of capillary pressure on the sequence of 
evaporation. Liquid confined in microchannels is easier to be vaporized than liquid confined in 
the smaller nanochannels. Figure 2-15 is an experiment where we placed n-pentane into a 
nanofluidic device and observed the sequence of evaporation. Evaporation first took place in the 
microchannels because of the smaller capillary pressure therein. After the liquid in the 
microchannels totally vaporized, the liquid in the nanochannels vaporized very quickly. This 
phenomenon is consistent with the Kelvin equation 
 
      ln 𝑝

𝑝0
= 2𝜎𝑉

𝑟𝑅𝑇
         (2-1) 
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where p is the vapor pressure of a pure component under confinement, p0 is the vapor pressure 
under no confinement, V is the molar specific volume, r is the radius of curvature, R is the gas 
constant and T is the temperature. 
 

 
Figure 2-14: A series of images of water (light gray) breaking through a network of 

nanochannels pre-occupied with oil (dark gray).  
Water enters from the left. A) Pressure difference is 28 psia; B) Pressure difference is 33 psia; C) 

Pressure difference is 40 psia. 
 

 
Figure 2-15: Three consecutive images during the vaporization of pure n-pentane in a 

nanofluidic chip with 100nm channels. 
Left: n-pentane in two micro-channels vaporized, leaving the nano-channels full of liquid; 

Middle: n-pentane in a part of the nano-channels vaporized; Right: n-pentane in both micro-
channels and nano-channels vaporized. The three images were taken at 0.05 second intervals. 
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2.1.2 Conclusion 
The objective of Task 5 is to develop microfluidic and nanofluidic porous media analogs to 
perform multiphase flow testing on the micrometer and nanometer level, respectively. Through 
the procedures and experiments presented in this chapter, we have successfully demonstrated 
the feasibility of the approach, the benefit of direct observations, and the ability to control 
porous media properties and to make quantitative measurements on fluid saturations. 
Nanofluidics is a viable research tool for nanoscale flow characterization.  
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2.2 Milestone 2 ‐ Optimizing the Nanochannel Imaging System 
The experimental setup was optimized in order to perform the proposed studies. For different 
types of experiments, the optic imaging system was optimized based on the objectives of the 
tasks. 
 
2.2.1 Gas/water and gas/polymer flow in micro-scale channels 
For the experiments investigating gas/water and polymer solution flow behavior in micro-scale 
channels, the optic imaging system was optimized and reported in the Year 2012 Annual Report.  
A 488 nm Ar+ laser (40 × NA, 0.75 objective) was used as the excitation beam. The laser power 
was set at 5 mW before reaching the sample channels. The ICCD camera was operated at -20 °C; 
the gain and exposure times initially were set at 80 and 100 ms, respectively. The delay of the 
shutter driver was set to 5 ms. The excitation wavelength was set to 488nm for most of the 
experiments. Data were acquired through the WinView software provided by Princeton 
Instrument. The schematic of the optic imaging system, which also was optimized after the 
installation of the reverse microscope, appears in Figure 2-16. The schematic of the localized 
probing region of the micro-model on the single-molecule imaging system appears in Figure 2-
17. 
 

 
Figure 2-16: Optical arrangement for single-molecule detection system 

 

 
Figure 2-17: Localized probing region of single-molecule imaging system 

 
2.2.2 Gas/water and gas/surfactant flow in nano-scale channels; 
For the experiments investigating gas/water and surfactant solution flow behavior in nano-scale 
channels, the optic imaging system was optimized and reported in the Year 2013 Annual Report.  
For gas/water flow in nanochannels, most of the imaging data were captured by the optic 
imaging system described as follows. All images were captured by a reverse microscope 
(Olympus, IX-51) and high-speed ICCD camera. The ICCD camera was operated at -20 °C; the 
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gain and exposure times were set at 150 and 100 ms, respectively. The delay of the shutter 
driver was set to 10 ms. Data were acquired through the Cellsens software provided by 
Olympus. 
 
Experiments investigating gas/surfactant flow in nano-scale channels were performed using a 
confocal microscope. All images were captured by a Nikon Ti-E motorized microscope equipped 
with a Yokogawa X-1 confocal scan head and 4 lasers with AOTF control. The exposure times 
were set at 200 ms. Data were acquired through the Element software provided by Nikon. 
 
2.3 Milestone 3 ‐ Gas/Water Fluid Flow Characterization 
Gas/water flow in nano-scale channels has been studied extensively, and results have been 
published in several peer-reviewed journals. The results from Part 1 were published in LAB ON A 
CHIP, and those from Part 2 have been accepted for publication in the SPE JOURNAL. The results 
from Part 3 have been prepared for submission to LAB ON A CHIP. 
 
Part I. Optic Imaging of Single and Two‐Phase Pressure Driven Flows in Nano‐
Scale Channels 
 
2.3.1 Summary 
Microfluidic and nanofluidic devices have undergone rapid development in recent years. The 
functions integrated into such devices provide lab-on-a-chip solutions for many biomedical, 
chemical, and engineering applications. In this part of the study, a lab-on-a-chip technique for 
the direct visualization of the single- and two-phase pressure-driven flows in nano-scale 
channels was developed. A nanofluidic chip was designed and fabricated, and concentration-
dependent fluorescence signal correlation was developed to determine the flow rate. 
Experiments investigating single and two-phase flow in nano-scale channels with depths of 
100nm were conducted. The linearity correlation between the flow rate and pressure drop in 
nanochannels was obtained and fit closely into Poiseuille’s Law. Meanwhile, three different flow 
patterns, single, annular, and stratified, were observed from two-phase flow in nanochannel 
experiments, and their special features were described. A two-phase flow regime map for the 
nanochannels was presented. The results are of critical fundamental importance and also can be 
useful in many applications.  
 
2.3.2 Experimental methods 
 
1) Materials and equipment 
High-purity nitrogen gas was used as the gas phase. Ultra-pure water pre-filtered by a 0.22μm 
pore size Nylon filter before use served as the liquid phase. Alexa 488 (100mg/L) was purchased 
from Microprobe and used as the fluorescent dye in the liquid phase. 
 
Two KD Scientific KDS 101 syringe pumps were used to generate the flow. All images were 
captured by a reverse microscope (Olympus, IX-51) and high-speed ICCD camera. The ICCD 
camera was operated at -20 °C (To maintain a high sensitivity); the gain and exposure times 
were set at 150 and 100 ms, respectively. The delay of the shutter driver was set to 10 ms. Data 
were acquired through the Cellsens software provided by Olympus. 
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2) Nanofluidic chip design and fabrication 
The schematic of the nanofluidic chip appears in Figure 2-16. In order to control the pressure 
difference across the nanochannels, two microchannels for fluid injection were connected to 
the nanochannels. The lengths of the microchannels were equal in order to balance the pressure 
drops. T-shaped junctions were used to connect the nanochannels with the microchannels to 
avoid direct injection, which may increase the chance of nanochannel clogging. A total of 100 
parallel nanochannels were built between the microchannels to reduce the large hydrodynamic 
resistance.  
 
Micro- and nanochannels of the nanofluidic chip were formed in double-sided polished <100> 
silicon wafers (thickness = 250 µm) with low-stress silicon nitride (~100 nm) on both sides using 
methods described in the literature [1]. First, an array of 100 nanochannels spaced 10 µm apart 
were defined by reactive ion etching using photoresist and silicon nitride as an etching mask on 
the front side of the wafer. Typical RMS horizontal surface roughness caused by reactive ion 
etching is known to be lower than 1 nm on a 1 μm2 zone.38 Each channel was 200 µm long and 
had cross-sectional dimensions of 100 nm (depth) by 5 µm (width). Next, two microchannels 
were defined on both sides of the nanochannel array. The microchannels had cross-sectional 
dimensions of 10 µm (depth) by 50 µm (width). Finally, inlet and outlet holes were defined at 
the four ends of the two microchannels by deep reactive ion etching through the back side of 
the wafer. The fabricated device was removed from the wafer by cleavage along crystal planes. 
The front side of each device (40 mm x 20 mm x 0.25 mm) was anodically bonded (330°C, 1 kV, 1 
hr) to a thin Pyrex coverslip (Pyrex 7740, 40 mm x 20 mm x 0.3 mm, Newport Industrial Glass, 
Inc, Stanton, CA). Prior to the Si-Pyrex bonding, the silicon nitride film was removed completely 
by a hot phosphoric acid etching procedure (85 wt% H3PO4, 2 hrs at 150°C). In order to maintain 
a clean surface, the entire nanofluidic chip was rinsed with lab reagent water and methanol, and 
dried with nitrogen gas prior to use.  
 
3) Pressure driven flow across the nanochannels 
Pressure-driven flow was established in the nanochannels by using the method developed in 
previous publications [2, 3] –controlling the pressure difference between the two 
microchannels. Experimental setup including pressure control system is shown in Figure 2-18. 
For the single phase flow, pressures P1 and P2 were controlled and applied to microchannels 1 
and 2 by pressure regulators. Since the hydrodynamic resistance in nanochannels is much higher 
than that in microchannels, most of the injected fluids went through the microchannels. Thus, 
the contribution of flows in nanochannels to the flows in microchannels is negligible and stable 
pressure gradient and flow rate can be achieved in the microchannels. For a single nanochannel 
i, if its end pressures are named as Pi1 and Pi2, the distance from the inlet to this nanochannel is 
Li and the total length of each microchannel is L, the pressure drop Δpi will be equal 
to(P1−P2)(L−Li)

L
. Since the space of nanochannels array is very small (<1mm) comparing to the 

length of the microchannel (45mm), and the nanochannel array connect to the center of the 
microchannel, the pressure difference across the nanochannels is nearly identical. Since𝐿𝑖 ≈

1
2
𝐿, 

the pressure drop across the nanochannels is∆p =  P1−P2
2

. For the two phase flow in 
nanochannels, there were no well-developed methods for the control and velocity 
measurement. Based on the channel-structure, pressure drop was controlled and the velocities 
of two phases were measured indirectly. Gas and liquid phase were premixed and inlet pressure 
of the mixer was controlled by the pressure regulator. The average liquid flow rate was 
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determined by the method used for single phase flow. The flow rate of gas phase was 
determined by measuring the size of formed gas bubble in microchannel 2, which served as 
batch collector. Then velocities of gas and liquid phase in nanochannels were calculated based 
on the flow rate divided by the volume of the nanochannel. Since the velocities were indirect 
measured and may have some deviations from the real velocities, the term “superficial velocity” 
was used instead. 
 

  
Figure 2-18: Fluid transport system and schematic of the nanofluidicchip.  

 
Solid lines represent liquid transport, and the dotted line represents gas transport in the two-
phase flow experiments. P1 is the inlet pressure on microchannel 1; P2 is the inlet pressure on 
microchannel 2; P0 is the outlet pressure for both microchannels; Pi1 and Pi2 are the ending 
pressures of the selected nanochannel; L is the total length of each microchannel; and Li is the 
distance from the microchannel inlet to connection of the selected nanochannel. 
 
2.3.3 Results and discussion 
 
1) Flow rate determination of single phase flow in nanochannels 
Unlike two-phase flow, no interface can be used to monitor the flow rate for single- phase flow. 
Thus, the flow rate cannot be determined by tracking the interface. As discussed in the 
Introduction, particle imaging velocimetry (μPIV) also is not viable due to the small size of the 
channels. MTV Molecular tagging velocimetry (MTV) and the newly developed photo-bleaching 
velocimetry [3, 4] are commonly considered to be suitable for measuring the velocity in nano-
scale channels. However, these methods still contain some limitations; for example, their 
sensitivity and complex optic arrangement need to be improved. Therefore, we developed a 
novel method by which to determine the flow rate in nanochannels. In this method, the 
concentration-dependent fluorescence signal change is measured based on the Beer-Lambert 
law. The principle of this law has been used widely in spectroscopic photo-detectors, such as 

Gas 
Reservoir 
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UV/Vis detectors, to measure the concentration of organic compounds. Recently, the 
correlation between the concentration and the fluorescence signal has been investigated for use 
as a fluorescence concentration detector in microfluidic devices [5]. The equation of the Beer-
Lambert law is: 
 
      εlc = ln P0

PT
,           (2-2) 

 
where P0 is the intensity/power of the incident light, PT is the intensity/power of the transmitted 
light, l is the length of the light path, c is the concentration of the fluorescent dye and ε is the 
molar absorption coefficient under wavelength λ. The absorbed light intensity, PA, can be 
expressed as: 
 
    PA = P0 − PT = P0(1 − e−εlc)          (2-3) 
 
The power of the emitted fluorescent light will be proportional to intensity of the absorbed light 
and the quantum yield of the fluorescent dye (φ): 
    
    PF ∝ φ ∙ PA ∝ φ ∙ P0(1 − e−εlc)         (2-4) 
 
The equation can be simplified as follows: 
 
      PF = k′(1 − e−εlc)          (2-5) 
 
where 𝑘′ is a lumped parameter that depends on the input power, the quantum yield of the 
fluorescent dye and the collection efficiency of the optic system. 
 
The intensity of the emitted light is measured by an optical detector (camera), so the responses 
of the camera and the background signals also must be taken into consideration. The response 
of the ICCD camera generally is determined by the photocathode material used in the image 
intensifier, which is wavelength dependent. The same fluorescent dye was used in this study, so 
the responsiveness was considered to be a fixed number. The background signal is defined as 
the signal without the addition of fluorescent dye, which generally is caused by the dark current 
of the optic detector or the light leaking in the optical system. [5] Both causes are related to the 
input power of the excitation light. In order to reduce the effect of background noise, the input 
power was set to a fixed number, and the background intensity was measured as Ib. Thus, the 
normalized signal intensity in the optical detector, which is contributed by the emitted light, is 
calculated as: 
 

𝐼(𝑐) = 𝐼𝑠 − 𝐼𝑏           (2-6) 
 
where 𝐼𝑠 is the collected signal intensity, and Ib is the measured background intensity.  
 
The normalized fluorescent signal as a function of dye concentration ranging from 10-9 mole/L to 
10-5mol/L was measured, and the results appear in Figure 2-19. The molar concentrations of the 
fluorescent dye appear along the x-axis, and the intensity of the fluorescent signals (signal-
background)/background appear along the y-axis. Figure 2-19 (a) shows the entire tested 
fluorescent concentration range, and Figure 2-19 (b) shows the enlarged part of Figure 2-19 (a) 
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while the concentration of fluorescent dye was in the range of 10-8mole/L to 10-6mole/L. The 
experimental results fit very well into theoretical calculations in the concentration range of 10-

8mole/L to 10-6mole/L. Deviation occurred when the concentration exceeded 10-6 M, which 
indicates the decrease of the quantum yield caused by the aggregation of dye molecules or the 
self-quenching effect[6, 7]. Thus, the concentration of fluorescent dye utilized was below 10-5M 
to guarantee the accuracy of the method.  
 

 
Figure 2-19. Comparisons between experimental and theoretical results of intensity 

changes with different fluorescent dye concentrations 
(a) The entire range of concentrations versus signal intensity; (b) Enlarged Figure of low 

concentration range of fluorescent dye. 
 
Looking again at Figure 2-16, stable, pressure-driven flow was established, and microchannel 1 
served as the inlet channel. Microchannel 2 served as the outlet and batch collector, with both 
ends connected to a small, capped vial. The concentration of fluorescent dye was maintained at 
C1 in microchannel 1, while the initial concentration of dye in microchannel 2 was C2 (C1>>C2). 
While solution in microchannel 1 transported into microchannel 2 through the nanochannels, 
the concentration of dye in microchannel 2 would gradually increase to C2′  over time.  
 
Therefore, the average volume flow rate 𝑞� in each individual nanochannel could be obtained 
from:  
 

     q� = V(C2′ −C2)
nt(C1−C2′ )

           (2-7) 

 
where V is the volume of the microchannel, n is the total number of nanochannels, and t is the 
time. Because the volume of microchannels is much larger than the volume of nanochannels, all 
measurements were taken at least five minutes after the pressure had stabilized to ensure that 
the fluorescent signal in microchannel 2 had changed significantly. This method is based on the 
mass transport of the fluorescent molecules, so the effect of diffusion must be considered. The 
diffusion coefficient of the fluorescent dye, Alexa 488, in aqueous solution is 430 µm2/s at room 
temperature (25 oC). Under a certain residence time, the average diffusion distance of the 
fluorescent dye is: 
 
     d = √D × t           (2-8) 
 
where D is the diffusion coefficient of the molecule, and t is the residence time. Under the 
experimental conditions, the residence time of the fluorescent dye in the nanochannels was 
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very small (0.1~0.3s). The average diffusion distance was calculated to be smaller than 10µm, 
which was much smaller than the length of the nanochannel (200µm). Therefore, the 
contribution of the diffusion to mass transport could be ignored.  
 
Using this method, the flow rate of single-phase, pressure-driven flow through nanochannels 
under different pressures was measured, and the data were compared with theoretical results 
obtained from Poiseuille’s Law.  
 
The theoretical volume flow rate depends linearly on the pressure, which was integrated from 
Hagen–Poiseuille’s equation [8], and the average flow rate q in the nanochannel was given by: 
 

𝑞 = ∆𝑃
𝑙
ℎ3𝑤
12𝜂

          (2-9) 

 
where ∆p, h, w, l and ηcorrespond to the pressure drop, height of the cross section, width of 
the cross section, and length and viscosity of the nanochannel, respectively. 
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Figure 2-20. Average volume flow rate vs. pressure drop in a nanochannel. 

 
The red dots and curve in Figure 2-20 represent the theoretical line based on the integrated 
Hagen–Poiseuille’s equation, where 1.0×10-3 Ns/m2 viscosity was used because the experiments 
were conducted at 20 oC. The black dots and curve represent the experimental results. The 
experimental average volume flow rate was slightly lower than the theoretical results. Other 
published research has supported this phenomenon [2, 9, 10] and suggested that the cause may 
be that the solution’s apparent viscosity may change depending on the size of the channels. 
Another possible reason may be the partial collapse of the channel’s cross sections. The aspect 
ratio of the nanochannel was relatively large (w/h = 50), so some buckling of the Pyrex glass may 
have occurred while the Pyrex and silicon wafers were anodically bonded. [3] Thus, the effective 
area of the nanochannel’s cross section may be smaller than calculated, which would lead to the 
slower flow rate. 
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2) Two phase flow regime map in the nano‐scale channels 
This section includes a discussion of the experiments investigating nitrogen/water two-phase 
flow in nanochannels, the flow profile images of which appear in Figure 2-21. Three types of 
flow profiles were observed in the nano-scale channels under experimental conditions, some of 
which also have been found in millimeter and micro-meter sized channels in previous studies 
[11, 12]. 
 
Annular flow was observed when the gas superficial velocity was relatively high (>0.116m/s) 
within the entire liquid superficial velocity range. A continuous gas core occupied most of the 
channel, while a liquid “film” with a thickness ranging from 0.9 to 1.6 µm formed at the 
sidewalls. Note that the thinnest dimension of the film was still perpendicular to the observer 
(100 nm); thus, the film was, in fact, zones near the sides of the channel that were not swept by 
the gas. The thickness of the liquid films decreased as the gas superficial velocity increased. The 
hydrophilic inner wall determined the formation of the liquid films; when the gas velocity was 
high enough, gas penetrated the liquid phase to form a gas core, and the flow pattern changed 
from segmented flow to annular flow. 
 

 
Figure 2-21. Water/gas two phase flow patterns.  

(a) Stratified flow; (b) Single phase flow; (c) Annular flow. 
 
The stratified (wavy) flow pattern was found when both gas and liquid phases had small 
velocities (JG<0.0068m/s and JL<0.00027m/s). The interface between gas and liquid was not 
flat/smooth. At a low gas velocity (JG<0.0094m/s) and a relatively high liquid velocity 
(JL>0.00031m/s), an interesting single-phase flow pattern was observed. Liquid occupied the 
entire cross-section; no gas phase was found in the nano-scale channels. Overall, no slug flow or 
dispersed bubbly flow was observed, which are two typical flow patterns in the mm and μm size. 
Those two patterns commonly appeared in the case with a relatively high liquid velocity and low 
gas superficial velocity. For slug flow, the gas slugs occupy most of the channel’s cross-section 
and are separated by the liquid plugs. When the liquid velocity increases, the gas slugs and 
bubbles are deformed and scattered in the continuous liquid phase. Slug flow and bubbly flow 
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were not observed in the nano-channels because of the geometrical features, including the 
small dimensions and the relatively high aspect ratio of the channel’s cross-section (w/h = 50). 
The rigidity of a gas bubble in small dimensions is relatively high, and gas bubbles will try to 
retain their spherical shape to reduce surface tension. The nano-channels in our experiment 
were too wide for gas bubbles to occupy the entire cross-section. Also, at low velocities, 
because the inner wall of the nano-channels appeared to be hydrophilic, the liquid phase (water) 
was able to be imbibed spontaneously into the nano-channels, whereas any gas motion had to 
overcome the capillary forces. This explained why a single liquid phase was found in some cases; 
the nano-channels were filled by the liquid phase because the driving pressure was too low for 
the gas phase to enter the nanochannels. 
 
Based on the flow profile and superficial velocities, a flow regime map was identified from a 
total of 49 experiments; it appears in Figure 2-22. The observed flow regimes corresponding to 
these ranges of superficial gas and liquid velocities were gas superficial velocity (JG) 0.005 ~ 
0.02m/s and liquid superficial velocity (JL) 1.0E-5 ~ 9.4E-4 m/s, respectively. 
 
Both the gas and liquid velocities were ultra-small in the experiments compared to the flow 
regime results in conventional-sized channels, which had sub-mm and mm inner diameters. 
Typically, only one flow pattern occurs at such low velocities in conventional-sized channels, 
which mostly is segmented flow (bubbly or slug). Serizawa et al. [13] observed a bubbly flow 
pattern when JG ranged from 0.001 to 0.5 m/s and JL ranged from 1.0E-4 to 0.1 m/s. Mandhane 
et al. [14] predicted stratified flow under similar conditions. However, in ultra-small channels 
(5μm × 100nm), the flow regimes are much more sensitive to the slight difference in velocity 
between water and gas, so three different flow patterns occurred. By comparing the flow 
regime map between the presented results and conventional-sized pipes, the presence of 
annular flow and stratified flow agreed partially with the flow regime in larger channels [15-17], 
although stratified flow and wavy flow did not occur in the present study with the negligible 
effect of gravity. As noted previously, the aspect ratio and dimension of the channels 
significantly affect the formation of gas bubbles and gas slugs [13, 18]. 
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Figure 2-22. Water/gas two phase flow regime map in nano-scale channels. 

 
2.3.4 Conclusion 
A novel optical method for single and two-phase flow in nanochannels was developed. Pressure 
drops in the nanochannels were controlled, and stable, pressure-driven flows were achieved. 
Meanwhile, a concentration-dependent fluorescent signal correlation method was developed to 
measure the volume flow rate in nanochannels. Single liquid phase and gas/liquid two-phase 
pressure-driven flows were performed in the nanochannels. For the single liquid phase flow, 
linear correlations between the flow rate and pressure drop were obtained that closely fit the 
theoretical values from Poiseuille’s Law. Gas/water two-phase flow was performed in the 
nanochannels, and flow patterns were characterized into three different types, single phase 
flow, wavy-stratified flow and annular flow, under ultra-low velocities; their features were 
detailed. A two-phase flow regime map also was constructed. The results showed that the two-
phase flow structures in nanofractures are essentially different in many ways from those of two-
phase flows encountered in ordinary scale tubes and channels with smaller cross-section aspect 
ratios. No segmented flow (bubbly flow or gas slug flow) was observed in the nanochannels 
under conditions under which they would normally occur. These results will provide information 
crucial to the analysis of multi-phase flow in nano-scale channels. 
 
Part II. Optic Imaging of Two‐Phase Flow Behavior in One Dimensional Nano‐
Scale Channels 
 
2.3.5 Summary 
Gas in tight sand and shale exists in underground reservoirs with microdarcy (µD) or even 
nanodarcy (nD) permeability ranges; these reservoirs are characterized by small pore throats 
and crack-like interconnections between pores. The size of the pore throats in shale may differ 
from the size of the saturating fluid molecules by only slightly more than one order of 
magnitude. The physics of fluid flow in these rocks, with measured permeability in the 
nanodarcy range, is poorly understood. Knowing the fluid flow behavior in the nano-range 
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channels is of major importance for stimulation design, gas production optimization and 
calculations of the relative permeability of gas in tight shale gas systems. In this work, a lab-on-
a-chip approach for the direct visualization of the fluid flow behavior in nanochannels was 
developed using an advanced epi-fluorescence microscopy method combined with a nano-
fluidic chip. Displacements of two-phase flow in 100 nm-deep slit-like channels were reported. 
Specifically, the two-phase gas slip effect was investigated. Under experimental conditions, the 
gas slippage factor increased as the water saturation increased. The two-phase flow mechanism 
in one-dimensional nano-scale slit-like channels was proposed and proved by the flow pattern 
images. The results are crucial for permeability measurement and understanding fluid flow 
behavior for unconventional shale gas systems with nano-scale pores. 
 
2.3.6 Introduction 
Compared with conventional gas reservoirs, shale gas reservoirs contain many ultra-small pores 
with sizes ranging from 1 to 300 nanometers. Additionally, the matrix permeabilities of those 
unconventional gas reservoirs are in the microdarcy (µD) to nanodarcy (nD) range. When fluids 
(gas, water) flow in a shale pore, the flow diameter is only about one or two orders of 
magnitude larger than the molecule size (0.4~3nm). Under those conditions, the effects of the 
free mean path of the gas molecules on the gas flow is not negligible, and Darcy’s equation may 
not be accurate or practical for describing the fluid flow behavior [19]. Other flow mechanisms 
have been reported, such as slip flow and diffusive flow [20]. 
 
Extensive studies have been conducted on single-phase flow in tight sand and shale gas systems 
[21-24], and equations have been derived to measure the relative permeability of gas and to 
determine the single-phase gas slippage effect [25]. Swami and Clarkson [26] summarized and 
compared several methods for quantifying non-Darcy flow in unconventional gas reservoirs. 
Jones and Owens [23] conducted permeability measurements on over 100 samples from various 
tight shale plays and derived empirical relationships between the slippage factor and reference 
permeability. Javadpour [20, 27] introduced a new term, apparent permeability, to describe the 
complexity of gas flow in nanochannels by incorporating both Knudsen diffusion and slippage. 
From the molecular dynamic simulation results, the ratio of apparent permeability to Darcy 
permeability increases sharply as pore sizes decrease to smaller than 100nm. 
 
Under real shale gas reservoir conditions, two phases (mostly water and gas) typically exist. It 
has been reported that in some ultra-low permeability shale gas reservoirs, water saturation 
could be much greater than in conventional shale gas plays. The effects of water saturation on 
the gas permeability/relative permeability and gas slippage still have not been investigated 
sufficiently. Several studies have reported that the gas slippage factor for two-phase flow is 
affected by relative permeability and water saturation [19, 28-32]. Some of these researchers 
found that the two-phase gas slippage factor tends to decrease as water saturation increases. 
However, Li and Horne [29] reported contradictory results, finding that the two-phase gas 
slippage factor increased as water saturation increased. Thus, more research in this area is 
required. 
 
For laboratory experiments, shale samples were used in most cases in order to represent the 
real pore structure and distribution in the reservoir. However, there are some limitations of 
using shale samples in laboratory experiments. For example, water saturation and saturation 
distribution are difficult to measure. Meanwhile, the lab-on-a-chip technique is becoming a 
suitable approach for investigating fluid flow in ultra-small pores. Nanofluidic and microfluidic 
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devices have been used in different areas for both fundamental research and application. Micro-
models have been used to simulate numerous porous media transport phenomena, including 
microorganism transport in unsaturated porous media [33], bacteria dispersion in 
bioremediation strategies [34], and enhanced oil recovery [35]. Furthermore, the lab-on-a-chip 
technique provides a means by which to directly visualize fluid flow behavior, such as the 
displacement of one fluid by another, because most micro/nanofluidic chips are made of 
transparent materials. Some micro-models are being used to study multiphase flow under both 
saturated and unsaturated conditions; also, an imaging method has been used to study pore 
microstructures and fluid distribution [36-39]. Buchgraber et al. [39] have reported the 
displacement of viscous oil by associative polymer solutions in a two-dimensional etched-silicon 
micro-model. The grain sizes of their micro-models ranged from 50 to 300µm with an average 
channel depth of 25µm. The oil recovery and sweep efficiency were measured from the imaging 
data. 
 
However, visualization studies of fluid flow in nanochannels are still lacking and are limited 
mainly by the resolution of the imaging techniques. Traditional optic imaging methods under 
white light fields mainly depend on reflection index differences or the adsorptions of certain 
wavelengths of incident light, which are not sensitive enough to distinguish between different 
phases under nano-scale sizes. On the other hand, fluorescent tracers, also known as the epi-
fluorescence microscopy method, have been used widely in biological and biomedical studies. 
These fluorescent dyes are small molecules that can produce a strong emission of light after 
absorbing certain wavelengths of light (excitation light); the wavelength of emitted light is 
different from the wavelength of the excitation light. By extracting the emission light signal from 
the excitation light, a high signal-to-noise ratio can be achieved. The epi-fluorescence 
microscopy methods have been proven to have ultra-high sensitivity of even single bio-molecule 
detection. Funatsu et al. [40] reported the visualization of single fluorescently labeled myosin (a 
protein molecule) by using the developed epi-fluorescence microscopy method. Therefore, the 
epi-fluorescence method was used for the purposes of the present study. 
 
In this part of the study, a lab-on-a-chip approach was developed for the direct visualization of 
the fluid flow behavior in one-dimensional nano-scale channels (as nano-slits). The approach 
was developed by combining the advanced epi-fluorescence microscopy method with 
nanofluidic chips. We will report the two-phase displacements in 100 nm-deep channels and the 
effects of remaining water saturation on the two-phase gas slippage in the 100nm-deep 
channels. 
 
2.3.7 Experimental methods 
 
1) Materials 
High-purity nitrogen gas was used as the gas phase. Ultra-pure water pre-filtered by a 0.22μm 
pore size nylon filter served as the liquid phase. Alexa Fluor 488 was purchased from Invitrogen 
(Grand Island, NY) to serve as fluorescent dye at the final concentration of 1mg/L in the liquid 
phase.  
 
2) Experimental apparatus and test section 
The experimental system of epi-fluoresence microscopy combined with the nanofluidic chip was 
similar to the setup in our previously published work [41]. Figure 2-23 shows the schematic of 
the experimental apparatus. A nitrogen gas tank was used to inject the gas phase, and the 
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injection pressure was adjusted by the gas pressure regulator. Water was injected from a 
syringe pump (KDS100, KD Scientific) with a controllable injection rate ranging from 0.01ul/h to 
10ml/min. The injection pressures of both gas and water were measured by pressure sensors. As 
noted previously, the epi-fluorescence microscopy method was used for image collection. The 
wavelength of the excitation light was 488nm, and the wavelength of the emission light was 
525nm. An FITC dichroic mirror was used to filter out the excitation light (incident light) to 
reduce the background noises. All images were captured by a reverse microscope (Olympus, IX-
51) and high-speed ICCD camera. The gain and exposure times were set at 80 and 50 ms, 
respectively. Data were acquired through the Cellsens software provided by Olympus.  
The schematic of the entire nanofluidic chip appears in Figure 2-24. A nanochannel array 
consisting of 100 nanochannels with a dimension of 100 nm (depth) × 5 µm (width)× 200 µm 
(length) was built into the nanofluidic chip. Two microchannels with a dimension of 10 µm 
(depth) × 50 µm (width) × 45 mm (length) for fluid introduction were connected to the 
nanochannels. The microchannels had equal lengths in order to balance the pressure drop. The 
microchannels were connected to the nanochannels perpendicularly to avoid direct injection. 
Because the primary objective of this study was to investigate two-phase flows in nanochannels, 
the nanochannel array served as the test section and was considered porous media consisting of 
100 nanochannels. The test section was 1500µm wide and 10µm high, and its length was equal 
to the length of each nanochannel, which was 200µm. In the experiments, two microchannels 
were not considered as part of the test section and were used instead to introduce fluids and 
control the pressure drop.  
 
Figure 2-24 illustrates the method used to control the pressure drop across the test section. If 
the ending pressures of a single nanochannel i were named Pi1 and Pi2, the distance from the 
inlet to this nanochannel was Li, and the total length of each microchannel was L, the pressure 

drop Δpi would equal 
L

LLpp i))(( 21 −−
. The nanochannel array was very small (<1.5mm) 

compared to the length of the microchannel (30mm), and when the nanochannel array was 
connected to the center of the microchannel, the pressure difference across the nanochannels 

was nearly identical. Because LLi
2

1
≈ , the pressure drop across the nanochannel array was 

simplified as: 
2

21 pp
p

−
=∆ . The flow rate of the gas phase was determined by measuring 

the size and movement of the gas slug in microchannel 2, which served as a batch collector. 
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Figure 2-23: Schematic of the experimental apparatus. 

 

 
Figure 2-24: Top view of nanofluidic chip and pressure control. 

 

 
Figure 2-25: Cross-sectional schematic of Si-Pyrex micro- and nano-channel fabrication 

process. 
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3) Nanofluidic model fabrication 
The nanofluidic chip consisting of micro- and nanochannels with the given dimensions was 
formed in double-sided polished <100> silicon wafers (thickness = 250 µm) with low-stress 
silicon nitride (~100 nm) on both sides. Figure 2-25 depicts the cross-sectional view of the 
fabrication process. First, an array of 100 nanochannels spaced 10 µm apart was defined by a 
deep reactive ion etching through the back side of the wafer. Second, two microchannels were 
defined at either end of the nanochannel array. Third, the inlet and outlet holes were defined at 
both ends of the microchannels. Each device was removed from the wafer by cleavage along 
crystal planes. Finally, the front side of each device (40 mm × 20 mm × 0.25 mm) was anodically 
bonded (330°C, 1 kV, 1 hour) to a thin Pyrex cover slip (Pyrex 7740, 40 mm × 20 mm × 0.3 mm, 
Newport Industrial Glass, Inc, Stanton, CA). In order to maintain the surface conditions of the 
nano-scale channels, the entire nanochip was rinsed with lab reagent water, methanol and 
nitrogen gas prior to use.  
 
4) Nanochannels characterization 
After the nanochannels were fabricated, their properties were characterized using various 
techniques. The size and surface roughness of the nanochannels were examined using the SEM 
before the nanochip was bonded. Figure 2-26 (a) ~ (d) presents the SEM images of the 
fabricated nanochannels. As shown, the dimension of each fabricated nanochannel was 100 nm 
(depth) × 5 µm (width)× 200 µm (length), with less than 5% deviation. The roughness of the 
nanochannel surface was less than 1nm, as measured by AFM (Atomic force microscopy). As 
Figure 2-26 (e) depicts, the wettability of the nanochannel’s surface was characterized by 
measuring the static contact angle. The measured static water contact angle (46o) indicates that 
the nanochannel was water wet. Also, the contact angle measurements within different 
nanochannels deviated by less than 5%, which indicates the uniform wettability of the 
nanochannels.  
 

 
Figure 2-26: Nanochannels characterizations.  

(a)~(d): SEM images of fabricated micro- and nano-channels; (e) Static water contact angle 
measurement in the nanochannel. 
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5) Experimental procedure 
Before every set of experiments, preliminary tests were conducted with the nanofluidic chip; no 
leakage was observed, and the flow was stable. The nanochip was cleaned with 0.1mole/L HCl, 
methanol and de-ionized water prior to use. All experiments were conducted at room 
temperature. 
 
Gas displacing water: 
The nanochannels first were 100% saturated with water by forced imbibition into the pre-
vacuumed nanofluidic chip; then, nitrogen gas was pressure-injected into them to simulate the 
flow-back. In order to calculate the intrinsic gas permeability at different water saturation levels, 
the apparent gas permeability was measured under different mean pressures pmi at the same 
remaining water saturations Swi. Various remaining water saturations were obtained by applying 
different pressure drops (Δpi) on the test section. The applied mean pressure was always smaller 
than the pressure drop used to obtain the given remaining water saturation (pmi<Δpi), and 
images were taken by the microscope to ensure that the water/gas ratio did not change after 
the experiments.  
 
Water displacing gas: 
For the water displacing gas experiments, the nanochannels were saturated with nitrogen gas. 
The gas phase was displaced by water at a constant pressure drop until a constant gas/water 
ratio was obtained. Gas saturation was determined from the image data. 
 
6) Data processing– saturation determination 
The phase saturation in the nanochannels was determined by processing the images using 
ImageJ software. The procedure appears in Figure 2-27. 
 
First, all captured images were converted into binary black/white images by thresholding the 
signal intensities across the image (Figure 2-27 (a) to (b)). Water with fluorescent dye appeared 
as a bright region, while the gas phase without fluorescent dye appeared as the dark region in 
the nanochannels.  
 
Second, the total area of the nanochannels on the X-Y plane (At) was calculated by analyzing the 
area of the water phase when the water saturation was considered to be 100% (no gas phase 
was observed in the nanochannels), as shown in Figure 2-27 (b).  
 
Third, the area of the water phase in the nanochannels (Ai) was analyzed for each image, as 
shown in Figure 2-27 (d). The height of the nanochannels was very small (100nm) compared 
with the width (5µm) and length (200µm), so the water saturation variation on the Z axis could 
have been negligible. Thus, the water saturation (Sw) was determined by the ratio of the area of 
the water phase to the area of the nanochannels on the X-Y axis: 
 
     𝑆𝑤 = 𝐴𝑖

𝐴𝑡
× 100%       (2-10) 

 
After the water saturation was determined, the gas phase saturation (Sg) was calculated by 1-Sw. 
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Figure 2-27: Image processing.  

(a) Original image of 100% water saturation in nanochannels; (b) Binary black/white image of 
(a); (c) Original image of remaining water saturation in nanochannels; (d) Binary black/white 

image of (c). 
 
2.3.8 Results and discussion 
1) Theory 
The gas slippage effect was first studied by Klinkenberg [42], and the Klinkenberg equation is 
expressed as follows: 
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where kg is the apparent gas permeability at a mean pressure, pm; 
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are the inlet and outlet pressures of the test section, respectively; ∞gk is the intrinsic 
permeability of gas at infinite pressure; λ is the mean free path of the gas molecule; r is the 
radius of the pore; and c is a constant. 
 
Klinkenberg reduced Eq. 2-11 to:  
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where b is the gas slippage factor, which is defined as: 
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The mean free path of the gas is inversely proportional to the mean pressure, pm, so the factor c’ 
represents a constant at a certain mean pressure. Based on Eq. 2-13, the gas slippage factor is 
inversely proportional to the radius of the pore. Li and Horne claimed that the slippage factor 
must decrease as the effective pore radius decreases. 
 
According to Darcy’s equation, in the gas/water two-phase flow, the effective gas phase 
permeability is calculated as: 
 
  q𝑘𝑔(𝑆𝑤,𝑝𝑚) = 2𝑞2⋅𝜇𝑔∙𝐿∙𝑝2

𝐴(𝑝12−𝑝22)
= 𝑞2⋅𝜇𝑔∙𝐿∙𝑝2

𝐴(𝑝1−𝑝2)(𝑝1+𝑝22 )
= 𝑞2⋅𝜇𝑔∙𝐿∙𝑝2

𝐴∙∆𝑝∙𝑝𝑚
        (2-14) 

 
where kg is the effective gas phase permeability at a water saturation of Sw and a mean pressure 
of pm; q2 and gµ  are the flow rates at the outlet and viscosity of the gas phase, respectively; p1, 
p2, pm and Δp are the inlet pressure, outlet pressure, mean pressure and pressure drop, 
respectively; and L and A are the cross-sectional area and length of the flow, respectively. 
Considering the gas slippage effect, the intrinsic effective permeability of the gas phase, which is 
pressure-independent, is presented with the following equation: 
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where )( wg Sk ∞  represents the intrinsic permeability of the gas phase, and bSw is the gas slippage 
factor for a water saturation of Sw. The gas slippage effect should not be neglected in low-
permeability unconventional shale gas reservoirs, so the relative permeability of gas can be 
computed using Eq. 2-15.  
 
Based on the experimental conditions and geometry of the test section used in this work, the 
Knudsen number was calculated. The Knudsen number, expressed as follows, is an important 
factor that categorizes the flow regime: 
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where d is the pore diameter, and λ is the mean free path of the gas molecules, which is defined 
as: 
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where µ is the viscosity of gas; pm is the mean pressure; R is the universal gas constant 
(R=8.314J/mol/K); T is the absolute temperature; and M is the molecular mass of the gas. Table 
2-3 summarizes the correlation between the Knudsen number and the flow regime [39]. The 
calculated Knudsen number in this work ranged from 0.05 to 0.11. Based on the Knudsen 
number, most of the flow regime fell into the slippage flow region. In this flow regime, the 
viscous flow theory must be modified to accommodate the slippage boundary conditions. Many 
tight gas plays fall into this region, and Klinkenberg slippage theory holds well for most of them. 
Eq. 2-14 was used to calculate the apparent gas permeability and the intrinsic gas permeability.  
 

Table 2-3: Flow regime based on Knudsen number 

Knudsen number (Kn) range Flow regime 

≤0.001 Viscous flow 

0.001<Kn<0.1 Slip flow 

0.1<Kn<10 Transition flow 

Kn ≥10 Knudsen’s (free molecular) flow 
 
This study also investigated the flow mechanism because the optic lab-on-a-chip method allows 
direct visualization of the two-phase flow behavior in nanochannels. Dullien et al. [43] posited 
that two major flow structures exist for the flow of two immiscible fluids in porous media: 
channel flow and funicular flow. In channel flow, each phase moves through its own separate 
network of interconnecting channels. As the water saturation increases, so does the number of 
channels filling with water, but the number of channels filling with gas decreases. Under these 
conditions, saturation water tends to fill the smaller channels because it is the wetting phase, 
and the gas phase tends to occupy the larger pores. Thus, the average radius of the gas channel 
increases as the water saturation increases. Based on Eq. 2-13, the slippage factor is inversely 
proportional to the average radius of the channel. Therefore, the slippage factor may decrease 
with an increase in water saturation.  
 
In funicular flow, the channel/pore is occupied by flows of both gas and water; the water is near 
the inner wall, and the gas is on the inside and occupies the central portion of each channel. 
Under these conditions, as noted by Li and Horne [29], the thickness of the water layer increases 
as the amount of saturated water increases, which causes the effective radius of the gas channel 
to decrease. Thus, the gas slippage factor increases.  
 
In real shale/core samples, obtaining an accurate water saturation and distribution of water 
saturation is very difficult. As a result, it is almost impossible to determine which type of flow 
(channel or funicular) is governing the immiscible two-phase flow in shale/core samples. In this 
work, the flow pattern was observed from the real-time imaging data, which will be discussed in 
the next section. 
 
2) Water displacing gas 
Water displacing gas experiments were conducted in the 100nm-deep nanochannels. The 
nanochannels were 100% saturated with nitrogen gas, and no water was observed in the test 
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section. De-ionized water with fluorescent dye (1mg/L Alexa fluor 488) was injected into the 
nanochannels under pressure. The pressure drop ranged from 0.8 psi to 57.5 psi. The flow rate, 
flow patterns and gas saturations were obtained from the imaging data. Figure 2-28 shows the 
displacement patterns of the water phase displacing gas in the nanochannels before the 
breakthrough (unstable stage). As Figure 2-28 (a) depicts, frontal displacement (piston-like) was 
observed in most cases; this behavior was reasonable because each nanochannel consisted of 
one independent straight channel and uniform cross-sections, so the sweep efficiency was 
supposed to be high (around 100%). When the pressure drop was relatively low, a specific 
displacement pattern, a liquid core with a cavity on the side, was observed, as shown in Figure 
2-29 (b). In this pattern, the water did not occupy the entire nanochannel; instead, a liquid core 
formed as the gas phase encompassed the edge of the channel. The authors are unaware of any 
other instances of this type of pattern being observed in conventional-sized channels. In this 
case, the unusual pattern was probably caused by the geometry of the nanochannels. In the 
100nm-deep channel, the effect of the surface energy on the fluid flow was not negligible. The 
aspect ratio of the channel was relatively large (width/depth = 50), so a liquid-core pattern 
decreased the surface of the interfaces, thereby decreasing the surface energy. With this type of 
flow pattern, the gas phase may become trapped near the edge of the nanochannels, which will 
yield higher gas saturation than in the first types of flow patterns. This also explained why most 
of the residual gas phases were either small gas bubbles or gas slugs that attached to the side 
wall of the nanochannels.  
 
Figure 2-29 shows the gas saturation during the process of water displacing gas. Figure 2-29 (a) 
shows the remaining gas saturation after spontaneous imbibition, Figure 2-29 (b) shows the 
irreducible gas saturation in the nanochannels, and Figure 2-29 (c) summarizes the remaining 
gas saturation under various water injection pressures. Overall, the residual saturation of gas in 
the nanochannels was very low (10 %<) under all experimental conditions, mainly because the 
surface of the nanochannel was water-wet.  The geometric features of the nanochannels also 
played an important role; the aspect ratio of the cross-section was relatively high (width/height 
= 50). When reaching smaller dimensions, the rigidity of the gas bubble was relatively high, as 
gas bubbles will try to keep their spherical shape to reduce surface tension. The nano-channels 
in our experiment were too wide for gas bubbles to occupy the entire cross-section. The imaging 
data revealed that the residual gas existing in the nanochannels after the water displacing gas 
procedure took one of two forms: (a) small bubbles or (b) gas layers. 
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Figure 2-28. Two different water displacing gas interface patterns 
(a) Frontal displacement interface under pressure drop of 12.5psi; (b) Liquid plug with cavity 

under pressure drop of 0.8 psi. 
 

 
Figure 2-29. Gas saturation during water displacing gas procedure.  

(a) Remaining gas saturation in nanochannels after spontaneous imbibition; (b) Irreducible gas 
saturation in nanochannels; (c) Remaining gas saturation under various water injection 

pressures. 
 
3) Gas displacing water 
Gas displacing water (flow back process) experiments also were conducted in 100nm-deep 
nanochannels. Nitrogen gas was injected under various pressure drops ranging from 10 psi to 90 
psi. The flow rate and flow profiles of gas displacing water were obtained from microscopic 
images. The two-phase flow patterns of gas displacing water in nanochannels appear in Figure 2-
30. Three types of flow patterns were observed. In the first case, (a), gas flow occupied one side 
of the channel after breakthrough, while the water phase was trapped on the other side of the 
channel. In the second case, (b), a gas core filled the middle of the nanochannels, surrounded by 
a water layer on the side walls. In the last case, the gas phase occupied the majority of the 
channel, and only a few discrete water plugs (c) were attached inside. All three flow patterns 
observed in this work have also been reported in multi-phase flow in conventional-sized tubes 
[44, 45]. 
 
Figure 2-31 illustrates the remaining water saturation at different pressure drops. The drainage 
process began at 100% water saturation, as depicted in Figure 2-31 (a), and the irreducible 
water saturation was approximately 15%, as shown in Figure 2-31 (e). Overall, the remaining 
water saturation in the nanochannels was significantly higher than the remaining gas saturation 
after the water displacing gas procedure. Under most of the experimental conditions, even 
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though the sweep efficiency almost reached 100%, the remaining water saturations exceeded 
40%, as shown in Figure 2-31 (b). The remaining water saturation in the nanochannels was much 
higher than the saturations obtained in the conventional-sized tubes [30], which can be 
explained by the effect of both the wettability and geometry of the nanochannels. As shown in 
Figure 2-26 (e), the nanochannels used in this work were water-wet. Under nano-scale, the 
specific surface area (the ratio of the surface area to the pore volume) would be much larger 
than the conventional-sized channels, and the effect of surface wettability would have a more 
significant impact on the saturation. 
 

 
Figure 2-30: Flow patterns of immiscible two-phase flow in nanochannels.  

(a) Side flow of gas; (b) Annular flow; (c) Water slug. 
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Figure 2-31: Water saturation during gas displacing water procedure.  
(a) Image of 100% water saturation; (b) Image of 42% water saturation; (c) Image of 30% water 
saturation; (d) Image of 19% water saturation; (e) Image of 15% irreducible water saturation; (f) 

Water saturation under various pressure drops. 
 
4) Two‐phase gas slippage effect in nanochannels 
In order to investigate the two-phase gas slippage effect, various water saturations were 
obtained using the method described herein. Figures 2-32 through 2-34 show the image data 
and also summarize the procedure by which to achieve water saturation. The lighter fields 
represent the water phase with the addition of fluorescent dye, and the darker fields in the 
channel represent the gas phase. In Step 1 of Figure 2-32, the test section was first pressure-
filled by water from a microchannel (2); the water saturation was approximately 94%. In Step 2 
(Figure 2-33), the gas phase then was injected into the test section via a microchannel (1) under 
a stable pressure of p1, denoted as the starting pressure. The water saturation was reduced to a 
constant ratio, 29.7%, as shown in Figure 2-21; the gas permeability at this water saturation 
level was measured by applying several smaller pressures pi (pi< p1). Because pi was smaller than 
p1, the water saturation remained constant during the measurement (Figure 2-34). After a series 
of gas permeability measurements at the same water saturation level, another set of 
experiments was repeated, beginning again with Step 1. 
 

 
Figure 2-32: Step 1 - Measurement of gas permeability at different water saturations. 

 

 
Figure 2-33: Step 2 - Measurement of gas permeability at different water saturations. 
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Figure 2-34. Step 3 - Measurement of gas permeability at different water saturations. 

 
In order to obtain the intrinsic relative gas permeability, the (apparent) gas permeability was 
determined first without taking the gas slippage effect into consideration. Figure 2-35 
summarizes the correlation between the apparent gas permeability and the reciprocal mean 
pressure at different water saturations ranging from 0 to 42%. The apparent gas permeability 
correlated linearly with the reciprocal mean pressure under all experimental conditions. There 
were fewer data points at which the water saturation was high (42%) because the saturated 
water remained immobile only in the range of low mean pressure. 
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Figure 2-35: Gas slippage effect at different water saturations. 

 
The intrinsic gas permeability at different water saturations was obtained by linear regression at 
infinite pressure (1/P = 0) on each curve of the experimental data. The results showed that the 
water saturation affected the intrinsic gas permeability. Using the data shown in Figure 2-35, the 
gas slippage factors at different water saturations were calculated and presented in Figure 2-36. 
The gas slippage factor increased as the water saturation increased, which supports 
Klinkenberg’s theory [42] and the results reported by Li and Horne [29]. 
 



53 

0 10 20 30 40 50

400

600

800

1000

1200

1400

1600

1800

G
as

 s
lip

 fa
ct

or
 (p

si)

Water saturation (%)

 
Figure 2-36: Correlation between water saturation and gas slippage factor. 

 
As noted in the introduction, some researchers [19, 28, 31] have reported that the gas slippage 
factor decreases as the water saturation increases. Many possible reasons exist for this 
contradiction, such as the geometry and pore structure of the samples, the method of 
establishing the liquid saturations, and the distribution of the water saturation. 
 
In this work, we proposed that the distribution of the water saturation is the primary factor that 
affects the correlation between the gas slippage factor and the water saturation. Based on 
observations of all three types of flow patterns, the nanochannel was occupied by both the gas 
and water phases. This phenomenon indicates that the gas displacing water experiments in this 
study fell into the funicular flow regime. Because the water phase occupied either one or both 
sides of the channel in the form of a water layer, its existence clearly reduced the gas flow 
radius in the nanochannels. According to Klinkenberg’s theory in Eq. 2-13, the slippage factor is 
inversely proportional to the effective radius of the flow, which then increases as the water 
saturation increases. 
 
2.3.9 Conclusions 

1) In order to provide a better understanding the fluid flow behavior in the nano-scale 
channels, this work has demonstrated a novel approach by which to characterize fluid 
flow behavior in one-dimensional nano-scale channels using epi-fluorescence 
microscopy combined with a nanofluidic chip. 100nm-deep slit-like nanochannels were 
fabricated on silica wafers, and water/gas two-phase flows in 100 nm-deep channels 
were successfully observed and characterized. 

2) For the water/gas two-phase displacements in the nano-scale channels, different flow 
patterns and residual water/gas saturations were obtained from imaging data. Three 
types of flow patterns were observed for the gas displacing water procedure, while two 
types of flow patterns were found for the water displacing gas procedure. Most of the 
flow patterns observed in this work have also been reported in conventional-sized tubes. 
However, a distinguishing pattern was observed for liquid displacing gas; a liquid core 
filled the center, with a cavity on the side of the channels. We believe that this type of 
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flow pattern is only found in nano-scale channels and may cause higher residual gas 
saturations.  

3) The one-dimensional nano-scale channels contained over 40% of remaining water 
saturation after the gas displacing water procedure, but only less than 10% of remaining 
gas saturation in the water displacing gas experiments, which might partially explain 
why more than 50% of the hydraulic fluid could not flow back. The remaining water 
saturations were much higher than those in conventional-sized tubes, which indicates 
that surface wettability plays a key role in the phase saturation when the size of the 
channel decreases to nano-scale. 

4) The effect of the remaining water saturation on two-phase gas slippage in 100nm-deep 
channels also was investigated. Under experimental conditions, the gas slippage factor 
increased as the remaining water saturation increased, possibly because under the 
experimental conditions, the increase in water saturation dramatically reduced the 
effective radius of the gas channel. Based on Klinkenberg’s theory, the gas slippage 
factor increases as the channel radius decreases, which was supported by the two-phase 
flow imaging data. However, more factors must be considered and studied before a 
quantitative model can be developed.  
 

This work provides a valuable view of fluid flow behavior in the nano-scale channels by using 
visualization methods. It also demonstrates the high potential of using an optic imaging method 
combined with micro/nanofluidic chips to solve the problems encountered in unconventional 
reservoirs. Although more work remains to be done to fill the gaps between laboratory 
experiments and theoretical models, the results of water/gas two-phase displacements and 
residual gas/water saturations in one-dimensional nanochannels will be helpful for achieving a 
better understanding of gas flow behavior in unconventional shale gas and tight gas plays. 
 
Part III. Visualization of Water/Gas Two‐Phase Displacements in Nanopores 
 
2.3.10 Summary 
Microfluidic devices have been used increasingly to study fluid flow in the areas of biomedicine, 
chemistry, and engineering as artificial representations of natural porous media. On the other 
hand, fluid flow in nanopores, such as in unconventional gas or oil reservoirs, has been poorly 
researched. In this part of the study, a novel optic imaging method was applied to measure the 
water/gas two-phase displacements in nanopores. Such two-phase displacements were directly 
visualized and recorded as a function of time. Some distinctive mechanisms were found in both 
the imbibition and drainage processes. The relationship between the capillary pressure and 
phase saturation for nanopores with various dimensions and pore structures is reported herein 
for the first time. The results showed that the capillary pressure depends not only on the phase 
saturation, but also largely on the pore structure and specific interfacial area. Meanwhile, an 
unsteady-state method has been demonstrated to measure the relative permeability of 
water/gas in nanopores. This is also the first time that a measurement of relative permeability 
as a function of wetting phase saturation in nanopores has been presented. The results of this 
work are crucial for permeability measurement and understanding fluid flow behavior for 
unconventional shale gas systems with nanopores. 
 
2.3.11 Introduction 
Unconventional gas is an important energy resource developed primarily in North America. 
Compared with conventional gas reservoirs, unconventional gas reservoirs contain many ultra-
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small pores ranging in size from 1 to 300 nanometers [46]. Additionally, the matrix 
permeabilities of those unconventional gas reservoirs are in the microdarcy (µD) to nanodarcy 
(nD) range. When fluids (gas, water) flow in a shale pore, the flow diameter is only about one or 
two orders of magnitude larger than the molecule size (0.4~3nm). Under those conditions, the 
effects of the free mean path of gas molecules on the gas flow is not negligible, and Darcy’s 
equation may not be accurate or practical for describing the fluid flow behavior [19]. Other flow 
mechanisms have been reported, such as slip flow and diffusive flow [20]. Thus, the production 
and extraction methods used for conventional gas reservoirs may not be suitable for 
unconventional gas reservoirs. Understanding fluid flow, especially water/gas flow in nanopores, 
is essential for the design of hydraulic fracture stimulation and production. 
 
Meanwhile, microfluidic devices have been used widely to study fluid flow in the fields of 
biomedicine [47, 48], chemical synthesis[49], chemical engineering [50] and petroleum refinery 
[51]. Because most microfluidic devices are made of transparent materials, they provide a 
means by which to directly visualize fluid flow behavior, such as the displacement of one fluid by 
another. Some micro-models are being used to study multiphase flow under both saturated and 
unsaturated conditions; also, an imaging method has been used to study pore microstructures 
and fluid distribution [4, 12, 16, 36-39, 52, 53]. Buchgraber et al. [39] have reported the 
displacement of viscous oil by associative polymer solutions in a two-dimensional etched-silicon 
micro-model. The grain sizes of their micro-models ranged from 50 to 300µm, with an average 
channel depth of 25µm. The oil recovery and sweep efficiency were measured from imaging 
data. Dawe et al. [54] performed two-phase immiscible displacements in heterogeneous micro-
models. The permeability was controlled by packing unconsolidated glass bead packs. The 
results demonstrated the effect of heterogeneities on the displacement patterns and phase 
saturations. However, visualization studies of fluid flow in nanopores are still lacking.  
 
In this part of the study, an optic imaging method was demonstrated for the direct visualization 
of water/gas two-phase displacements in nanopores with various dimensions and pore 
structures. The displacement mechanisms in both the imbibition and drainage processes are 
discussed based on imaging data. The relationship between the capillary pressure and phase 
saturation for nanopores with various dimensions and pore structures also is reported. 
Meanwhile, an unsteady-state method was demonstrated to measure the relative permeability 
of water/gas in nanopores for the first time. 
 
2.3.12 Experimental methods 
 
1) Chemicals and materials 
High-purity nitrogen gas was used as the gas phase. Ultra-pure water pre-filtered by a 0.22μm 
pore size nylon filter served as the liquid phase. Alexa Fluor 488 was purchased from Invitrogen 
(Grand Island, NY), and the liquid phase was prepared as the fluorescent dye at a final 
concentration of 10mg/L. 
 
2) Experimental apparatus 
The experimental system, which included the optic imaging system and the pressure 
control/measurement system, has been used for the visualization of fluid flow in nanopores in 
our previously published work [41]. A nitrogen gas tank with a controllable injection pressure 
was used to introduce the gas phase, and a syringe pump with a controllable injection rate was 
used to introduce water. The injection pressures of both gas and water were measured by 
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pressure sensors. The epi-fluorescence microscopy method was used for the visualization of 
fluid flow. The wavelength of the excitation light was 488nm, and the wavelength of the 
emission light was 525nm. All images were captured by a reverse microscope (Olympus, IX-51) 
and high-speed ICCD camera. The camera exposure time was set in the range of 100 to 200ms. 
Data were acquired through the Cellsens software provided by Olympus.  
 
3) Nanofluidic chip design, fabrication and characterizations 
The nanofluidic chips were designed and fabricated onto the silicon wafers by the deep reactive 
etching method described in [41]. For each nanofluidic chip, two parallel microchannels were 
etched and perpendicularly connected to nanopores. The two microchannels served to 
introduce the fluids and thus to reduce the chance of pore clogging caused by direct injection. 
Specifically, the nanopores on the fabricated nanofluidic chips had two types of structures, 
parallel straight channels and a random network pattern, with depths varying from 100nm and 
300nm to 500nm. 
 
After the nanopores were etched on the nanofluidic chips, their properties were characterized. 
The dimensions and surface of the nanopores were examined by SEM before the nanofluidic 
chip was bonded. Figure 2-37 (a) ~ (d) presents the SEM images of the fabricated random 
network of 300nm-deep and 3 micron-wide nanopores. 
 

 
Figure 2-37: SEM images of fabricated random network nanopores.  

(a) View of microchannels and nanopores from the top; (b)~(d) Enlarged SEM images of 
nanopores with 3m width and 300nm depth. 

 
4) Water/gas two phase drainage and imbibitions processes in nanopores 

Two main pore-filling mechanisms exist in two-phase flow: drainage and imbibition. Drainage 
refers to the situation in which the non-wetting phase displaces the wetting phase; this can only 
occur under the application of an external force. The opposite sequence, the wetting phase 
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displacing the non-wetting phase, is referred to as imbibition. It can occur spontaneously due to 
capillary forces or under the application of an external force. These two mechanisms are 
affected by the sizes and morphology of the pores, the properties of the fluids and solids (such 
as surface tension and viscosity), and boundary conditions.  
 
Before every set of experiments, preliminary tests were conducted with the nanofluidic chip; no 
leakage was observed, and the flow was stable. The test section was cleaned with 0.1mole/L HCl, 
methanol and de-ionized water prior to use. All experiments were conducted at room 
temperature. 
 
For the drainage process (gas displacing water), the nanopores were first 100% saturated with 
water (the wetting phase) by forced imbibition into the pre-vacuumed nanofluidic chip; then, 
nitrogen gas (the non-wetting phase) was pressure-injected into the nanopores to displace the 
water. Images capturing the fluid flow during the displacements were recorded at 100ms time 
intervals. As the water saturation decreased, the capillary pressure continuously increased. At 
each capillary pressure, the equilibrated water/gas ratio was obtained from image analysis. 
After the water/gas ratio in the nanopores remained constant as the gas pressure increased, the 
drainage process was considered finished. 
 
For the imbibition process (water displacing gas), the nanopores first were saturated with 
nitrogen gas by pressure injection. Water then was injected into one of the microchannels while 
the gas phase was continuously pressure injected into the other microchannel as the back 
pressure. By carefully reducing the gas injection pressure, water started to invade the 
nanopores, and the imbibition processes began. The capillary pressure of the imbibition process 
was considered to be the same as the gas phase back pressure. 
 
5) Measurement of relative permeability 
The relative permeabilities of gas/water were measured using an unsteady-state method based 
on the images of the imbibition/drainage processes. The relative permeability of water was 
measured from the drainage process. During the gas displacing water process, with controlled 
gas pressure, the water saturation in the nanopores continued to decrease until the capillary 
pressure became equal to the external pressure of the gas phase. Thus, the flow rate of water 
was determined from the volume of water that disappeared during saturation in the nanopores 
over time, and the effective and relative water permeabilities were calculated using Darcy’s law. 
 
The relative permeability of gas was obtained from the imbibition process, in which gas 
saturation decreased until the capillary pressure decreased enough to equal the gas phase back 
pressure. Based on the volume of gas that disappeared during saturation in the nanopores, the 
relative permeability of gas was calculated using Darcy’s law. 
 
2.3.13 Results and discussion 
1) Mechanisms during drainage 
The flow pattern and interfaces of the water/gas during the imbibition/drainage processes were 
characterized from the images, and the displacement mechanisms were discussed. The effects 
of the nanopore dimensions and pore structures on the flow mechanisms also were investigated. 
 
The displacement mechanism during drainage in parallel straight nanopores appeared simple 
because piston-type motion occurred in most cases, as shown in Figure 2-38. However, under a 
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relatively low capillary number, a distinctive annular flow pattern was found for the drainage 
process in 100nm-deep nanopores. This phenomenon also was reported in our previously 
published work [41]. As Figure 2-39 illustrates, a gas core filled the center of the nanochannels, 
surrounded by a water layer on the side walls. A similar flow pattern was reported in the multi-
phase flow in conventional-sized tubes [44, 45]. 
 

 
Figure 2-38: Piston-type motion of drainage process in 500nm deep nanopores. 

 

 
Figure 2-39: Annular-type flow of drainage process in 100nm deep nanopores. 

 
For nanopores in a random network, Haines jumps were found to be the major displacement 
mechanism. As described first by Haines [55], a Haines jump normally occurs when an interface 
passes through one pore to another. When the non-wetting phase enters the pore from the 
pore throat, the velocity of the interface normally slows due to the local entry capillary pressure. 
When the non-wetting phase travels from a pore to the pore throat, the pressure of the non-
wetting phase is relatively high, and the pore throat fills faster. The Haines jump, therefore, is 
the phenomenon during which the interfaces of two immiscible fluids appear to jump from one 
pore throat to another pore throat during the drainage process. In our experiments, Haines 
jumps were clearly observed, and the jumps could also split into multiple pores, as shown in 
Figure 2-40. 
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Figure 2-40: Haines jumps for drainage process in 300nm deep network nanopores. 

 
2) Mechanisms during imbibitions 
A piston-type motion and snap-off are the two most commonly reported mechanisms in the 
imbibition process. A piston-type motion occurred during the immiscible two-phase imbibitions 
in the single tube. Snap-off occurred at the pore throat where the non-wetting phase became 
disconnected within a pore by the local invasion of the wetting phase into the pore throat. The 
experimental results indicated that the imbibition mechanisms depended more on the pore 
structure than on the nanopore dimensions. 
 
For the parallel straight nanopores, a piston-type motion appeared to be the most common 
displacement mechanism, especially for the 500nm-deep nanopores, as shown in Figure 2-41. 
This is reasonable given that no connecting throat exists between each nanopore.  
 

 
Figure 2-41: Piston-type motion for imbibition process in 500nm deep nanopores. 

 
However, another mechanism also was observed. The images of the flow pattern appear in 
Figure 2-42, which shows parts of sequential images taken from the imbibition process in the 
500nm-deep nanopores. The time interval between each picture was 2 seconds. From image (a) 
to (f), the nanopores were invaded by water. However, the displacement pattern was not a 
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piston-like meniscus. The water presented in Figure 2-42 only invaded part of the nanopores, 
where the gas phase was disconnected and appeared as “isolated islands” in the nanopores. 
This type of flow mechanism can be considered a type of local “snap-off” and only appeared at 
low pressure and low capillary numbers. This mechanism can be explained by the surface energy 
of gas/water interfaces. As proposed by Hassanizadeh and Gray [56], the capillary pressure can 
be expressed as the Gibbs free energy of the interfaces. Liquids attempt to maintain a spherical 
surface to minimize the surface energy. However, the nanopores in the experiment had a high 
aspect ratio (width/depth = 50). Under a high aspect ratio, the surface energy of water/gas 
interfaces will be high in order to maintain a piston-type motion. When the capillary pressure is 
lower than the surface energy required to maintain the piston-type motion, the frontal 
water/gas surface area will decrease, thus initiating the local “snap-off” mechanism.  
 

 
Figure 2-42: Local “snap-off” for imbibition process in 500nm deep nanopores. 

 
For nanopores in a random network, piston-type motions occurred in the single pore, while 
snap-off occurred at the pore throat. As Figure 2-43 depicts, the gas phase was trapped in the 
nanopores by invading water, and it formed disconnected clusters of residual gas.  
 

 
Figure 2-43: Snap-off for imbibition process in 300nm deep network nanopores. 

 
Overall, the snap-off mechanism was dominant in the imbibition process, and the residual gas 
saturation was low, possibly due to the dimensions of the pore throats. According to Wardlaw et 
al. [57] and Ioannidis et al. [58], when the pore and the pore throat are similar in size, 
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“cooperative filling” occurs more often than snap-off, where the wetting phase invasion 
increases significantly, as shown in Figure 2-25.  
 

 
Figure 2-44: Cooperative filling for imbibition process in 300nm deep network nanopores. 

 
3) Determination of capillary pressure vs. saturation 
Capillary pressure is defined as the pressure difference between the non-wetting phase and the 
wetting phase. For two-phase flow in porous media, experimental results have proven that the 
capillary pressure is a function of fluid saturation.  
 
As described in the experimental section, the relationship between the capillary pressure and 
phase saturation in nanopores was investigated. Water saturations at various capillary pressures 
were calculated based on the percentage of water in the 2D image, assuming an equal 
saturation distribution along the Z-depth. The results of the correlation between the capillary 
pressure and phase saturation in the nanopores appear in Figures 2-45 to 2-47. In Figure 2-45, 
for the 500nm-deep nanopores, the capillary pressure – saturation curves for the drainage and 
imbibition processes almost overlap each other. This result indicates that the residual gas 
saturation in 500nm-deep nanopores is very low, so the effect on the drainage process may be 
negligible. This assumption agrees with the measured residual gas saturation (less than 2%). 
 
Figure 2-46 shows the correlation between the capillary pressure and phase saturation in the 
300nm-deep nanopores in a network. Compared with the results from the 500nm-deep straight 
nanopores, a gap existed between the drainage and imbibition Pc-S curves, and the slope of the 
curve was smaller (less flat). When the nanopore depth decreased to 100nm in Figure 2-47, the 
drainage and imbibition Pc-S curves were similar to those obtained from the 500nm-deep 
nanopores, with increased entrance pressure and irreducible water saturation.  
 
Based on the results, the patterns of the Pc-S curve did not indicate a clear correlation with 
changes in the pore size. The capillary pressure – saturation curves also were dependent on the 
pore structure and saturation distribution. Similar Pc-S curve patterns were obtained for 500nm-
deep and 100nm-deep nanopores with similar straight structures lying in parallel. Hassanizadeh 
and Gray [56] modified the theory of the relationship between the capillary pressure and 
saturation by introducing the interfacial area. They proposed that the specific interfacial area 
between two phases should be accounted for as a variable in two-phase flow and in the 
determination of capillary pressures.  
 
The experimental results indicated that in 500nm and 100nm-deep parallel, straight nanopores, 
the interfacial area between the water and gas almost remained the same because a piston-type 
motion dominated in most cases. Thus, similar Pc-S curves were obtained with a relatively flat 
pattern.  
 

(a) (b) (c) (d) (e) 
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Figure 2-45: Relationship between capillary pressure and water saturation for drainage and 

imbibitions processes in 500nm deep nanochannels. 
 

 
Figure 2-46: Relationship between capillary pressure and water saturation for drainage and 

imbibition processes in 300nm deep network nanochannels. 
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Figure 2-47: Relationship between capillary pressure and water saturation for drainage and 

imbibition processes in 100nm deep nanochannels. 
 
4) Determination of water/gas relative permeability in nano‐scale porous media 
The relative permeabilities of water/gas two-phase flow as a function of saturation were 
measured using the method described in the Experimental Methods section.  
 
Figure 2-48 shows the procedure for measuring the relative permeability of water in 500nm-
deep nanopores. Sequential pictures taken during the drainage process with a time interval of 
20 seconds appear in Figure 2-48 (a) to (f). In Figure 2-48 (a), the nanopores were mostly filled 
with water, and the gas injection pressure was applied to displace the water. From Figure 2-48 
(b) to (f), the water saturation in the nanopores continuously decreased until the capillary 
pressure equaled the gas injection pressure. As the water saturation decreased, the 
displacement rate slowed. From the displacement rate and the applied pressure, the relative 
permeability of the water as a function of water saturation was obtained. The relative 
permeability of gas from the imbibition process was measured using the same principle. Figure 
2-49 summarizes the relationship between the water/gas relative permeabilities and water 
saturation.  
 

 
Figure 2-48: Measurement of water relative permeability from drainage process in 500nm 

deep nanopores.  
(a)~(f) are images of nanopores at 20 second intervals. 
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Figure 2-49: Relative permeability of wetting and non-wetting phases with respect to 

wetting phase saturation in 500nm-deep nanopores. 
 
Figure 2-49 shows that the relative permeabilities of water and gas were both measured before 
the breakthrough; thus, the flow was considered unsteady state flow. This was due mainly to 
the fact that the dimensions of the test section (nanopores) were extremely small and the 
drainage/imbibition finished before reaching steady-state flow. For 500nm-deep nanopores, the 
lowest wetting phase saturation (irreducible water saturation) that could be obtained during 
drainage was close to 6%, while the highest water phase saturation obtained from imbibition 
was approximately 98%, indicating that the irreducible gas saturation in the 500nm-deep 
nanopores was close to 2%. Both the irreducible water and gas saturations were very low 
because the piston-type motion mechanism occurred in most cases, which yielded high 
displacement efficiency. 
 
Figure 2-50 shows the procedure for measuring the relative permeability of water in 300nm-
deep network nanopores. Figure 2-50 (a) to (f) shows the sequential pictures taken during the 
drainage process at 60-second intervals. Figure 2-51 summarizes the relationship between the 
water/gas relative permeabilities and water saturation. In 300nm-deep network nanopores, the 
breakthrough of either the wetting phase or the non-wetting phase occurred in the early stage 
of the displacements. After the breakthrough, the saturation of the displaced phase 
continuously decreased until reaching irreducible saturation. Additionally, the relative 
permeability as a function of saturation was measured after the breakthrough. During drainage, 
the gas phase pressure increased progressively in order to overcome the entrance pressure and 
invade the nanopores. As the gas phase reached the outlet of the nanopores, which was the 
breakthrough, the resistant pressure dropped suddenly because the micropores had a much 
larger space. This means that the gas phase pressure would drop and the displacement rate 
would decrease.  
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In our experiments, the water saturation was approximately 70% at the breakthrough, and the 
displacement rate decreased immediately following the breakthrough. The irreducible water 
saturation in 300nm-deep nanopores was approximately 15%, while the irreducible gas 
saturation was approximately 12%.  
 

  
Figure 2-50: Measurement of water relative permeability from drainage process in 300nm 

deep network nanopores.  
(a)~(f) are images of nanopores at 60-second intervals. 

 

 
Figure 2-51: Relative permeability of wetting and non-wetting phases with respect to 

wetting phase saturation in 300nm-deep network nanopores. 
 
2.3.14 Conclusions 
In this work, a novel optic imaging method was applied to measure the water/gas two-phase 
displacements in nanopores. These displacements were visualized directly and recorded as a 
function of time. The displacement mechanisms first were discussed, as some distinctive 
mechanisms were found in both the imbibition and drainage processes. The relationship 
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between the capillary pressure and phase saturation for nanopores with various dimensions and 
pore structures was reported for the first time. The results showed that the capillary pressure 
depends not only on the phase saturation, but also largely on the pore structure and specific 
interfacial area. Meanwhile, an unsteady-state method was demonstrated to measure the 
relative permeability of water/gas in nanopores. This was also the first time that the 
measurement of relative permeability as a function of wetting phase saturation in nanopores 
was presented. The experimental results obtained in this work could be crucial for 
understanding the fluid flow behavior of unconventional resources and the developed method 
by which to measure the capillary pressure and relative permeability can be used for further 
studies and applications.  
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2.4 Milestone 4 ‐ Gas/Surfactant Solution Flow Characterization 
 
2.4.1 Summary 
Experiments investigating surfactant/gas flow in nanochannels were prepared and conducted in 
500nm-deep nanochannels. For different concentrations of surfactant, liquid saturations at 
different pressure drops were studied. The results showed that the surfactant used in the 
experiments was able to reduce the entrance pressure and residual liquid saturation. However, 
the surface wettability was not altered after the surfactant flooding, which indicates that the 
adsorption of surfactant was not significant. 
 
2.4.2 Experimental 
1) Chemicals and Instrumentation: 
High-purity nitrogen gas was used as the gas phase. An anionic alcohol ethoxylate surfactant, 
Tomadol 91-6 from Air Products, was selected as the surfactant. The surfactant’s working 
solution was prepared using a proper dilution of the surfactant into de-ionized water at the final 
concentrations of 100ppm, 500ppm, and 1000ppm.  
 
Alexa Fluor 488 was purchased from Microprobe and served as the fluorescent dye in the 
surfactant solution. All solutions were filtered by a 0.22μm pore size nylon filter prior to use. 
 
All images were captured by a Nikon Ti-E motorized microscope equipped with a Yokogawa X-1 
confocal scan head and 4 lasers with AOTF control. The exposure times were set at 100 ms. Data 
were acquired through the Element software provided by Nikon. 
 
2) Surfactant/gas flow behavior in nanochannels 
Experiments investigating surfactant/gas flow in nanochannels were conducted in 500nm-deep 
parallel nanochannels. The nanochannels first were prefilled by surfactant solution, and then 
nitrogen gas was pressure injected into the nanochip to displace the surfactant solution. At 
different gas injection pressures, images of the nanochannels were recorded by the camera and 
software. The surfactant/gas saturations then were determined by processing the imaging data. 
 
2.4.3 Result and discussion 
1) Surfactant/gas flow in 500nm deep nanochannels  
Figure 2-52 summarizes the images of surfactant saturation in 500nm-deep nanochannels at 
different gas injection pressures. Figure 2-53 summarizes the drainage curve (gas displacing 
liquid) versus the capillary pressure for both gas displacing surfactant and gas displacing water. 
 
As shown in Figure 2-53, the entrance pressure of gas displacing surfactant was approximately 
22psi, which was lower than that for gas displacing water (35psi). As the images show, the 
irreducible saturation of surfactant solution was approximately 1%, which was very low 
compared to the water saturation (6%) in nanochannels having the same dimensions. The 
drainage curve of gas/surfactant had a pattern similar to that of gas/water, which indicates that 
the drainage curve patterns were determined mainly by the channel structures and wettabilities. 
Overall, under the experimental conditions, the surfactant decreased the entrance pressure and 
irreducible saturations. However, there was no significant alteration in the contact angles; the 
images indicate that the surfactant used in this experiment mainly affected the interfacial 
tension rather than the surface wettability. 
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Figure 2-52: Surfactant saturation at different gas injection pressures 

 

 
Figure 2-53: Drainage curve vs. capillary pressure in 500nm deep nanochannels 

 
2) Effect of surfactant concentrations on surfactant/gas flow in 500nm‐deep nanochannels  
Figure 2-54 illustrates the pressure drop vs. liquid saturation of surfactant/gas flow with respect 
to surfactant concentrations. With pure DI water, the entrance pressure was 35psi, and the 
residual water saturation was ~ 6%. For surfactant/gas flow, the entrance pressure of gas 
displacing surfactant was 25psi for a 100ppm surfactant solution; the residual saturation of the 
surfactant solution decreased to less than 2%. 
 
The imbibition curve of gas/surfactant had a pattern similar to that of gas/water, which 
indicates that the imbibition curve patterns were determined mainly by the channel structures 
and wettabilities. Overall, under the experimental conditions, the surfactant decreased the 
entrance pressure and residual saturations. As the surfactant concentrations increased from 100 
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to 1,000ppm, the entrance pressure of gas displacing water and the residual liquid saturation 
changed only slightly.  
 
The effect of surfactant flooding on the water/gas flow in nanochannels also was investigated. 
Figure 2-55 compares the pressure drop vs. water saturations before and after surfactant 
flooding. As illustrated, the entrance pressure of gas/water flow remained about the same, 
while the residual saturation decreased slightly. The same patterns in the imbibition curves 
indicated that no adsorption of surfactant occurred on the nanochannel surfaces. The surfactant 
reduced the entrance pressures and residual saturation because of the surface tension 
reduction. 
 

 
Figure 2-54: Pressure vs. liquid saturation in 500nm deep nanochannels. 

 

 
Figure2-55: Pressure drop vs. saturation in 500nmdeep nanochannels, at different 

surfactant concentrations;  
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2.5 Milestone 5 ‐ Gas/Polymer Flow Characterization 
2.5.1 Summary 
The flow behavior of polymer solution in micro-scale channels was studied using capillary tubes 
and micro-fluidic chips. The results were summarized and reported in the Year 2012 Annual 
Report. 
 
2.5.2 Introduction 
Over the past few decades, the advent of single-molecule imaging has revolutionized the 
measurement of physical parameters and chemical/biochemical reactions and interactions 
because the data are obtained in real time, not by averaging. Combined with micro-fluidic and 
nano-chips, this technique has been used widely in biological and toxicological research to study 
molecule-molecule interactions, molecule-cell interactions, nano-particle-cell interactions, cell 
functions, etc. However, single-molecule imaging has not been used to study the flow behavior 
of natural gas and introduced fluids (water, surfactant solutions and polymers) in the nano-
Darcy range of tight gas and shale formations. 
 
Meanwhile, advances in micro-system fabrication technologies have resulted in the 
miniaturization of an increasing number of structures on the micro-meter and nano-meter 
scales; in other words, the dimensions of these structures are comparable to the size of tight 
shale pores and macromolecules. Thus, a better understanding of the introduced fluid flow 
behavior in tight gas and shale formations can be achieved using a single-molecule imaging 
detection technique combined with nano-fluidic chips. 
 
2.5.3 Experimental methods 
1) Materials 
A commercial friction-reducing polymer, FRW-20, was provided by BJ Services in Tomball, Texas. 
Table 2-4 lists the basic properties of the polymer. Fluorescein (Table 2-5) was used as a 
fluorescent dye for the aqueous solution. FRW-20 was diluted to 0.1% using lab reagent water; 
then, the mixture was vortexed for 1 min and subjected to ultra-sonication for 5 min. 
Fluorescein was prepared in lab reagent water to 10-5 Mole/L to generate a fluorescent signal. 
Then, a 5% fluorescein stock solution was added to the polymer solution. 
 
Chemicals for linear PAM capillary coating, including acrylamide, ammonia persulfate, 
fluorescein, MAPS and Tetramethylethylenediamine (TEMED), were purchased from Sigma 
Aldrich (St. Louis, MO, USA)  
 
Capillary tubes served as the micro-scale channels and were purchased from Polymicro, Inc. 
 

Table 2-4: Basic properties of FRW-20 
Name CAS# Percent Solubility in water pH Viscosity (F) 
FRW-20 064742-47-8 10-30 Dispersible 8.5 576.0cps @75 ˚F 

 
Table 2-5: Basic properties of fluorescein for polymer labeling 

Compound 
Name CAS# Molecular 

formula 
Solubility in 
water 

Excitation 
wavelength 

Emission 
wavelength 

Fluorescein 2321-
07-5 C20H12O5 slightly 494 nm 521 nm 

 

http://www.commonchemistry.org/ChemicalDetail.aspx?ref=2321-07-5
http://www.commonchemistry.org/ChemicalDetail.aspx?ref=2321-07-5
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2) Micro‐/Nano‐model preparation  
Square capillary tubes were used to study the polymer/decane flow profile. Circular capillary 
tubes were used to study the flow and aggregation behavior of the polymer particles. All sample 
channels were rinsed with pure water and methanol first and then blown with air to dry for 15 
min. The bare capillary tubes served as hydrophilic inner surface micro-channels. Linear PAM-
coated capillary tubes served as hydrophobic surface micro-channels. The capillary tubes were 
coated using the following procedure. 
 
The capillaries first were rinsed with 1M HCl, 1M NaOH and methanol for 5 mins; then, they 
were filled with a methanol/MAPS mixture (1:1) and incubated at room temperature for 15 
hours. After incubation, the capillaries were rinsed with methanol and water for 10 mins for 
each liquid; the capillary then was filled with an acrylamide reaction reagent that remained in 
the capillary for 2.5 hours. After the treatment, the capillary was rinsed with water and blow-
dried with nitrogen gas for 10 mins. 
 
3) Experimental setup 
Single Molecule Detection System: Single-molecule systems were optimized for the purpose of 
this study. Detailed information was provided in Chapter 1 - Optimizing the Nanochannel 
Imaging System. 
 
Fluid Transfer System: Figure 2-56 shows the experimental setup for the micro-scale channels. 
The capillary tube (Polymicro, Phoenix, AZ) was used as the sample channel for all experiments, 
with a 1 cm window cleared in the middle. TFE tubing was connected to one end of the capillary, 
and the other end of the tubing was connected to two syringe pumps to facilitate linking to the 
polymer solution and decane reservoirs, respectively, which were held to a micro-state with a 
constant height to apply the desired hydrodynamic flow. A pressure transducer was used at the 
front of the capillary tube to measure the inlet pressure.  
 

 
Figure 2-56: Experimental setup: Fluid transfer system 
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4) Characterization of the wettability conditions and sizes of modified micro‐channels 
The wettability of modified silica micro-channels can be determined by characterizing the 
aqueous static contact angle (h) of their inner surfaces. Those inner surfaces can be determined 
by measuring the water-meniscus heights within the micro-channels. 
 
5) Experimental procedure 
a) Polymer/decane flow profiles: Effect of channel size and length on the initial pressure of the 
micro‐channel 
In order to understand the interaction and flow profile of polymer/decane, square capillary 
tubes were used as sample channels. The capillary tubes were prefilled with decane. 
Fluorescein-labeled polymer solution was introduced into the capillary tubes using a syringe 
pump. The injection pressures of the polymer solution into the micro-channels were measured 
by the pressure transducer. Experiments were conducted with different micro-channel 
dimensions (length and inner diameter) in order to study the effect of the channel sizes (ID) and 
lengths on the initial pressure of the micro-channel. 
 
b) Polymer/decane flow profiles: Effect of channel size and length on the mobility of the 
interface 
Interfaces between the polymer solution and decane were investigated within the micro-scale 
models using the same operation procedure as in 2.5.1. The interface between the polymer 
solution and decane was captured by the microscope equipped with the ICCD camera. The 
mobility of the interfaces was calculated, and their shapes characterized. Experiments were 
conducted under different lengths and sizes of sample channels. 
 
c) Effect of channel size and wettability on the flow behavior of polymer particles 
To investigate the flow behavior and aggregation configuration of polymer particles (micro-
spheres), the polymer solution first was pretreated by diluting it with reagent water to a 
desirable concentration (0.1% v/v) and then ultrasonicated and vortexed prior to use. Then, the 
polymer solution (0.1% FRW-20) labeled 10-6 Mole/L fluorescein was introduced into the 
capillary by a KDS-100 syringe pump. 
 

Table 2-6: Experimental conditions 
Capillary ID (µm) Lengths (cm) Flow rate (ml/hr) 
25 7.5 0.01 
50 10 0.02 
100 12.5 0.05 
225 15 0.2 

 
Experiments were conducted under different capillary lengths and sizes and different flow rates. 
The initial pressures of the capillary tubes were measured using a digital pressure gauge, and 
the velocities of the polymer micro-spheres were calculated. Two-hundred independent 
measurements of the micro-sphere velocities in the micro-channels were taken to verify the 
repeatability, and the reported data represent the average. 
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2.5.4 Result and discussion 
1) Polymer/decane fluid flow behavior in micro‐models 
Effect of channel dimensions and wettability on the capillary pressure of micro-channels: 
Polymer and decane 
 
A single-molecule imaging system built in-house was used to measure and characterize the 
effect of channel dimensions, wettability and introduced fluids on the initial pressure of the 
micro-scale channel in the presence of two fluids, polymer and decane. The results appear in 
Figures 2-57 through 2-60.  
 
Figures 2-57 and 2-58 indicate that among channels with the same diameters, longer channels 
always had a higher capillary pressure than shorter ones; when the lengths were equal, channels 
with larger diameters always had a lower capillary pressure than those with smaller diameters. 
As shown in Figure 2-59, injection with polymer/decane yielded a lower capillary pressure than 
injection with water/decane, which provides evidence that different introduced fluids have 
different effects on the capillary pressure. The friction reducer (polymer solution) reduced the 
pressure (or the resistance) of the channels.  
 
Surface wettability also plays an important role in the capillary pressure of polymer/decane 
fluids. As Figure 2-60 illustrates, given channels with the same dimensions, hydrophobic 
channels had less capillary pressure than hydrophilic channels. With all other conditions being 
equal, the initial pressure was higher with longer capillary tubes; with capillary tubes of the 
same length, the pressure was higher with smaller diameters of capillary tubes.   
 

0 50 100 150 200 250 300

0.0

0.5

1.0

1.5

2.0

Pr
es

su
re

 (P
si)

Time (sec)

 5cm
 10cm
 20cm
 30cm

 
Figure 2-57: Initial pressure vs. time with different capillary lengths (capillary ID = 100μm, 

flow rate = 1.0ml/h). 
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Figure 2-58: Initial pressure vs. time with different capillary sizes (capillary ID = 100μm, 

flow rate = 1.0ml/h). 
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Figure 2-59: Initial pressure vs. time with water compared to polymer solution (friction 

reducer) (capillary ID = 100μm, flow rate = 1.0ml/h). 
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Figure 2-60: Initial pressure vs. time with different wettability channels (capillary ID = 

100μm, flow rate = 1.0ml/h). 
 
Flow behavior of two liquids, polymer and decane, in micro-scale channels: Mobility and shape 
interfaces 
 
Clear interfaces between the polymer solution (FRW-18) and decane were observed, indicating 
that they do not dissolve into each other. The particle imaging velocimetry (PIV) method was 
applied to capture the image of the interfaces, and the data were processed. Figures 2-61 
through 2-64 show the mobility of the interfaces between the polymer solution and decane in 
micro-channels having different dimensions. 
 
Under the experimental conditions (with the same injection flow rate), the mobility of the 
interfaces was higher within longer micro-channels of the same diameter; within micro-channels 
of the same length, the interface had higher mobility in channels with smaller diameters. 
Different types of introduced fluids also had different effects on the interfaces. As Figure 2-65 
depicts, the shape of the interfaces varied between the decane-polymer and the de-ionized 
water-decane, with the former having flatter interfaces and the latter showing a clear meniscus. 
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Figure 2-61: Mobility of interfaces with different lengths of capillary tubes (capillary ID = 

100um, 0.1%FRW-18) 
 

0.0 0.2 0.4 0.6 0.8 1.0
1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

11000

M
ob

ilit
y 

(u
m

/s
)

Flow rate (ml/h)

 30cm
 20cm
 15cm
 10cm

 
Figure 2-62: Mobility of interfaces with different lengths of capillary tubes (capillary ID = 75 

um, 0.1%FRW-18) 
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Figure 2-63: Mobility of interfaces with different lengths of capillary tubes (capillary ID = 

50um, 0.1%FRW-18) 
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Figure 2-64: Mobility of interfaces with different sizes of capillary tubes (capillary length = 

10cm, 0.1%FRW-18) 
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Figure 2-65 presents the shapes of the interfaces between different liquids. The results indicate 
that the wettability of the fluids plays an important role in the shapes of the interfaces. 
 

 
Figure 2-65: Shape of the interfaces. 

(a) 100um ID capillary, 20x lens, decane push 0.1%FRW-18, d= 5cm ; (b) 100um ID capillary, 20x 
lens, lab reagent water push 0.1%FRW-18, d= 5cm 

 
2) Effect of channel size and wettability on the flow behavior of polymer particles 
a) Surface wettability and channel sizes of micro‐channels 
The channel sizes of micro-channels were characterized using an optical microscope. Figure 2-66 
shows the optical microscope images of an unmodified micro-channel with a hydrophilic inner 
surface and a modified micro-channel with a hydrophobic inner surface. 
 

         
 (a)      (b) 

Figure 2-66: Hydrophilic (a) and hydrophobic (b) inner surface micro-channels 
 
Figure 2-66 (a) and (b) reveal that after being coated with a linear polyacrylamide layer, the 
inner diameter of the modified micro-channel was almost the same as that of the unmodified 
micro-channel. Therefore, the inner radii of modified and unmodified micro-channels can be 
considered the same. 
 
The surface wettability of modified glass micro-channels was quantified by measuring the water-
meniscus heights within the micro-channels, as described in Section 3.2. The same 
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measurements were performed for unmodified micro-channels as a blank control for 
comparison. Figure 2-67 shows the measured meniscus heights of water in both the modified 
and unmodified micro-channels. The results indicate that the hydrophilic and hydrophobic 
modifications of the inner surfaces of the micro-channels were successful. 
 

A B C D

A Uncoated microchannel - water
B Uncoated microchannel - polymer solution
C Coated microchannel - water
D Coated microchannel - polymer solution

 
Figure 2-67: Meniscus heights of water in unmodified and modified micro-channels.  

 
The minus sign represents a meniscus height inside the micro-channel that is lower than the 
water level outside the micro-channel. 
 
b) Characterization of the FRW‐20 polymer: Size distribution and shapes 
The size distribution and shapes of the FRW-20 polymer solution were characterized by optical 
microscope images, as shown in Figure 2-68 (a). The polymer particles were spherical, so they 
are referred to as micro-spheres. Figure 2-68 (b) depicts the size distribution of the polymer. 
 

 
(a)      (b) 

Figure 2-68: (a) Images of polymer particle FRW-20 (b) Size distribution of polymer 
particles (FRW-20, 0.1% v/v) 
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The results show that the sizes of the FRW-20 polymer particles under experimental conditions 
(0.1% v/v in reagent water) ranged from 0.5 to 3.4 μm, with an average of 1.2 to 1.6 μm. This 
indicates that the polymer micro-spheres were relatively mono-disperse. Compared to the sizes 
of the micro-channels (25μm to 225μm), the sizes of the polymer micro-spheres cannot be 
neglected. 
 
c) Effect of surface wettability and channel sizes of micro‐channels on the aggregation 
behaviors of polymer micro‐spheres 
To investigate the effect of the surface wettability and channel sizes of micro-channels on the 
aggregation behaviors of polymer micro-spheres, certain concentrations of polymer solutions 
were introduced into each micro-channel. The micro-spheres began to aggregate once the 
polymer solution was injected. The number of polymer particles (after aggregation) that passed 
through the scan window over a certain period of time was quantified. The results of the 
comparison between different channel sizes and wettability conditions, shown in Figure 2-69, 
indicate that surface wettability does not play a role in aggregation behavior, but the channel 
size does. In smaller channels, more significant polymer aggregation was observed. 
 

 
Figure 2-69: Aggregation configuration of FRW-20 under different micro-channel 

wettability conditions and sizes 
 
d) Effect of surface wettability and channel sizes of micro‐channels on the flow characteristics 
of FRW‐20 micro‐spheres 
In order to investigate the effect of the wettability and channel size on the flow behavior of 
FRW-20 micro-spheres, the average velocity of each individual polymer micro-sphere was 
characterized, and the average velocity distribution, along with the Y-axis in the focusing plane, 
were investigated. 
 

 
Figure 2-70: Focusing plane 
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First, the polymer micro-spheres maintained a constant velocity while moving along the 
direction of the micro-channels. However, their velocities varied with different positions of the 
polymer micro-spheres in the channels. The velocity distributions of FRW-20 micro-spheres in 
larger channels with different sizes and wettability conditions were characterized, as shown in 
Figure 2-71.  
 

 
Figure 2-71: Average velocity distribution of FRW-20 in different positions along the Y-axis 

in micro-channels with different sizes and wettability conditions, based on 400 independent 
measurements. 

(a) 225μm modified channel; (b) 225μm unmodified channel; (c) 100μm modified channel; (d) 
100μm unmodified channel. 
 
In both modified (4-15a) and unmodified (4-15b) 225μm channels, the velocities of the polymer 
micro-spheres generally were randomly distributed. No correlation existed between the flow 
velocities of the polymer micro-spheres and their positions in the micro-channels when located 
from the center to the inner wall. Also, the wettability of the inner surface of the channels did 
not have a significant influence on the flow velocity distribution; the average flow velocities 
were almost the same.  
 
In 100μm channels, the velocity distribution of the polymer micro-spheres was still random in 
the modified channel (4-15c), but in the unmodified channel, the average flow velocities of the 
polymer micro-spheres located in different areas of the channels differed; the polymer micro-
spheres located in the center of the channel always had higher flow velocities than those 
located near the inner wall. A similar phenomenon was observed in smaller diameter channels. 
Figure 2-72 shows the flow velocity distribution of 50 and 25μm modified and unmodified 
channels. 
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The same profiles were observed in unmodified channels having smaller inner diameters; the 
average flow velocity of the polymer micro-spheres in the center was always higher than of 
those near the inner wall. However, those profiles were not clearly observed in the modified 
channels, possibly because the polymer micro-spheres interacted increasingly with the inner 
wall of the micro-channels when the channel size decreased. The inner surfaces of the 
unmodified micro-channels were hydrophilic and had the same wettability as the polymer 
micro-spheres. Thus, when the micro-spheres got close to the inner wall, the adsorption effect 
between the micro-spheres and the inner wall affected the flow velocity of the micro-spheres. 
Smaller channel sizes yield higher chances of the polymer micro-spheres getting close to the 
inner wall of the channel.  
 
A layer of linear polyacrylamide coating was applied on the inner surface of the modified micro-
channels. The wettability of the inner surface was modified to make it hydrophobic, thus 
suppressing the adsorption of the polymer micro-spheres. 
 

 
Figure 2-72: Average velocity distribution of FRW-20 in different positions along the Y-axis 

in micro-channels with different sizes and wettability conditions, based on 400 independent 
measurements。 

(a) 50μm modified channel; (b) 50μm unmodified channel; (c) 25μm modified channel; (d) 25μm 
unmodified channel.2.5.4 Conclusions 

 
The effect of wettability and channel size on fluid flow behavior and aggregation configuration 
within micro-channels was investigated systematically, and gas/fluid flow profiles were studied 
in the nano-scale channels. Fused-silica capillary tubes were used as micro-channels, and linear 
PAM coating was applied to achieve a hydrophobic inner surface. Valuable results regarding the 
flow characteristics of two fluid interfaces and polymer particles were obtained from a series of 
systematic experiments. The results showed that the first modification of the surface wettability 
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of a micro-channel was successful. When the channel size decreased, the surface wettability 
conditions and channel sizes of the microchannels affected the flow behaviors of polymer 
particles and the interfaces between the two fluids. Surface modified micro-channels did not 
have a similar particle velocity distribution profile because the adsorption between the inner 
wall of the micro-channel and the polymer particles was suppressed. In summary, the results of 
this study provide valuable information for the application of transfer polymer solutions to 
different sizes of channels/networks. 
 
2.5.5 Conclusions 
We systematically investigated the effect of wettability and channel size on fluid flow behavior 
and aggregation configuration within micro-channels, and gas/fluid flow profiles were studied in 
the nano-scale channels. Fused-silica capillary tubes were used as micro-channels, and linear 
PAM coating was applied to achieve a hydrophobic inner surface. Valuable results regarding the 
flow characteristics of two fluid interfaces and polymer particles were obtained from a series of 
systematic experiments. The results showed that the first modification of the surface wettability 
of a micro-channel was successful. When the channel size decreases, the surface wettability 
conditions and channel sizes of the microchannels will affect the flow behaviors of polymer 
particles and the interfaces between the two fluids. Surface modified micro-channels do not 
have a similar particle velocity distribution profile because the adsorption between the inner 
wall of the micro-channel and the polymer particles was suppressed. In summary, the results of 
this study provide valuable information for the application of transfer polymer solutions into 
different sizes of channels/networks. 
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List of Acronyms and Abbreviations 
p1 = inlet pressure of micro-channel 1 
p2 = inlet pressure of micro-channel 2 
p0 = outlet pressure of micro-channel  
pi1 = inlet pressure of nano-channel i 
pi2 = outlet pressure of nano-channel i 
pm = mean pressure 
Δp = pressure drop 
Kg = apparent gas permeability 
kg∞ = intrinsic gas permeability, absolute gas permeability 
Sw = remaining water saturation 
kg∞ (Sw) = intrinsic gas permeability at water saturation of Sw 
kg (Sw,pm) = apparent gas permeability at water saturation of Sw and mean pressure of pm 
λ = mean free path of gas 
r = radius of pore/channel 
b = gas slippage factor 
bSw =  gas slippage factor (at water saturation of Sw) 
qg = flow rate of gas phase 
µg = viscosity of gas phase 
L = length of channel 
A = cross-sectional area of test section 
Kn = Knudsen number 
R = universal gas constant 
T = absolute temperature 
M = molecular mass of gas 
𝜙g= effective gas porosity 
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3. Imbibition and Core Flooding Experiments to Understand the 
Interaction between Hydraulic Fluid Compositions and Rocks in 

Macroscale 
 
Task 6 Description 
The objective of this task is to understand the surfactant and polymer effect on both shale and 
tight sands rock properties in macroscale core samples. The tight gas is water wet but shale gas 
is a mixture of water-wet silica/clay and oil-wet organic matters, which might result in different 
behaviors of surfactant and polymer on the two types of tight porous media. Three types of 
tests will be performed, including contact angle, imbibitions and core flow tests. 
 
Task 6 Summary 
The interaction between hydraulic fluid compositions and unconventional tight sand and shale 
rock were studied in detail. Four milestones were identified for this task: 

a) Wettability test using tight gas and shale chips (End of year 1); 
b) Imbibition and core flooding test using tight gas sands (End of year 2); 
c) Imbibition and core flooding test with shales (End of year 3); 
d) Polymer effect on gas permeability (End of year 3). 

We have achieved all these four milestones. With brine, friction reducer, surfactant, and breaker, 
the fluid-rock interaction was investigated. 
 
In the first year, shale samples were characterized with various instruments. Then wettability 
test using shale chips were conducted. In the second year, the flow behavior of friction reducer 
transport in microchannel and microfracture were examined in detail. In the third year, 
wettability test was carried out with tight sand sample. After new sample preparation method 
developed, imbibition and core flooding test with tight sand and shale were carried out. Though 
some results are not in the scope of Task 6, these results are also included in this report and 
previous ones to acknowledge RPSEA support on this project. 
 
3.1 Milestone 6 ‐ Wettability Test Using Tight Gas and Shale Chips 
 
3.1.1 Summary 
In this part, wettability test was conducted on both tight gas sandstone and shale chips. Tight 
sand sample, Haynesville shale, Utica shale (Indian Castle), and Fayetteville shale are water wet, 
but Utica shale (Dolgeville) is more like intermediate wet. Hydraulic fracturing additives, 
polymer and surfactant inclined to change the surface of tight sand to intermediate wet. 
However, they change the surface of shale to be more water wet. XRD mineralogy analyses 
were conducted to correlate the mineralogy with wettability in shale samples. 
 
3.1.2 Introduction 
The U.S. Energy Information Administration (EIA) estimates that there is 7,299 trillion cubic feet 
(Tcf) of technically recoverable shale gas in the world. In the U.S. in 2011, approximately 7.85 Tcf 
of dry natural gas was produced directly from shale deposits, representing approximately 34% 
of the total U.S. dry natural gas production that year. The Gas Technology Institute (GTI) 
estimates that the gas in place in tight gas basins in the U.S. exceeds 5,500 Tcf [1]. Tight sand 



88 

and shale gas exist in underground reservoirs with micro-Darcy (µD) and nano-Darcy (nD) range 
permeability and are characterized by nanometer-sized pore throats and crack-like 
interconnections between pores [2]. These microscopic features result in some macroscopic 
characteristics, such as high capillary pressures, low porosities, high irreducible wetting phase 
saturation and extremely low permeability. In order to obtain commercial production from 
these extremely low-permeability gas reservoirs, hydraulic fracturing stimulation generally is 
required after completion.  
 
To achieve successful stimulation, understanding the impact of the fracturing fluid component 
on the tight rocks is critical. Water, polymer, breaker and surfactant solutions often are 
introduced into tight formations during hydraulic fracturing. These additives may impair the 
fracture permeability and alter the rock wettability, which influences the ability of gas to flow. 
To remedy this problem, an intensive study of the interaction between the rock surface and the 
fluid composition should be performed in order to better understand the impact of induced fluid 
on rock surface wettability. In the project presented in this paper, the impact of the wettability 
of a hydraulic fracturing fluid composition on tight sand and shale were studied.  
 
The mineralogy of the rock surface can influence the overall wettability of the fluid-rock system. 
Therefore, X-ray diffraction (XRD) technology was introduced to analyze the mineralogy of the 
shale samples in an effort to clarify the relationship between mineralogy and wettability. Then, 
contact angle measurements were performed on the gas shale samples, and the effects of 
various fracturing fluid additives on their wettability were examined. 
 
This research will help to clarify the impact of fluid wettability on extremely low-permeability 
gas reservoirs, which will be of major importance for successful well completion, stimulation, 
production planning, and reservoir management for both shale gas and tight gas reservoirs. 
 
3.1.3 Experimental methods 
1) Materials 
a) Gas shale 
The gas shale tested in this study came from five sources, as listed in Table 3-1. 
 

Table 3-1: Examined gas shale sample data 
Sample No. Shale Play Formation Depth ft Well Location Field Name/Province 
1 Haynesville1 n/a 12,000  Rusk County Texas 
2 

Utica1 

Indian Castle 4,649  St. Lawrence 
Lowlands 
between 
Montreal and 
Quebec City 

Quebec, Canada 
3 Dolgeville 4,878  

4 Dolgeville 5,197  

5 Fayetteville2 n/a 2,351  10N, range 16W, 
section 36 Van Buren, Arkansas 

*(1. Baker Hughes Company; 2. Southwestern Energy Company) 
 
i. Haynesville Shale  
The Haynesville Shale, situated in the North Louisiana Salt Basin in northern Louisiana and 
eastern Texas, has depths ranging from 10,500 to 13,500 ft, as reported by Halliburton Energy 
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Services. The Haynesville is an Upper Jurassic-age shale bounded by sandstone (Cotton Valley 
Group) above and limestone (Smackover Formation) below [3], as shown in Figure 3-1. 
 

 
Figure 3-1: Stratigraphy and Location Map of the Haynesville Shale [4] 

 
In 2007, after several years of drilling and testing, the Haynesville Shale made headlines as a 
potentially significant gas reserve, although its full potential will only be known after several 
more years of development. The daily gas production data reported by the EIA at the beginning 
of March 2011 show that the Haynesville Shale is currently producing approximately 5.5 Bcf, 
which surpasses the Barnett production by 0.25 Bcf, as presented in Figure 3-1. This growth is 
attributed primarily to increasing drilling activities, improving the drilling experience and 
expanding the regional infrastructure of Haynesville Shale. 
 
The Haynesville Shale covers an area of approximately 9,000 square miles with an average 
thickness of 200 to 300 ft, as estimated by Boughal [5] and Berman [6], respectively. The 
thickness and areal extent of the Haynesville has allowed operators to evaluate a wider variety 
of spacing intervals, ranging from 40 to 560 acres per well [7]). The Haynesville formation has 
the potential to become a significant shale gas resource for the U.S., with original gas-in-place 
estimated at 717 Tcf and technically recoverable resources estimated at 251 Tcf [8]. 
 
ii. Utica Shale 
The Utica Shale play lies between 3,000 and 7,000 feet beneath the Marcellus Shale but extends 
further northwest and much further southwest of the Appalachian Basin region, as shown in 
Figure 3-2. Utica Shale consists of three members, Indian Castle at the top, Dolgeville in the 
middle and Flat Creek at the bottom. Utica Shale rocks are Ordovician in age, but Marcellus is 
Devonian shale.  
 
According to the data provided by the EIA and the United States Geological Survey (USGS), the 
Utica Shale is thicker than and approximately twice as geographically extensive as the Marcellus. 



90 

Its thickness and widespread geographical extent indicate that it has the potential to be an 
enormous natural gas resource.  
 

 
Figure 3-2: Utica Shale Gas Play Geographic and Cross-Section Map [9] 

 
iii. Fayetteville Shale 
The Fayetteville Shale is situated in the Arkoma Basin of northern Arkansas and eastern 
Oklahoma over a depth ranging from 1,000 ft to 7,000 ft, as illustrated in Figure 3-3. The 
Fayetteville Shale is a Mississippian-age shale bounded by limestone (Pitkin Limestone) above 
and sandstone (Batesville Sandstone) below [10].  
 
Development of the Fayetteville began in the early 2000s. Between 2004 and 2007, the number 
of gas wells drilled annually in the Fayetteville Shale jumped from 13 to more than 600, and its 
annual gas production increased from just over 100 MMcf to approximately 88.85 Bcf [5]. 
 
The area of the Fayetteville Shale play is nearly double that of the Barnett Shale at 9,000 square 
miles, with well spacing ranging from 80 to 160 acres per well and pay zone thickness averaging 
between 20 ft and 200 ft [11]. 
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Figure 3-3: Stratigraphy and Location Map of the Fayetteville Shale [4] 

 
b) Tight Gas Sandstone 
The tight gas sandstone samples are from a very large typical tight gas reservoir.  
 
c) Chemical additives during hydraulic fracturing 
Several chemicals, as major additives in fracturing fluids, were chosen for use in the wettability 
study conducted during hydraulic stimulation. All of the additives came from Baker Hughes, with 
the exception of the ammonium persulfate, which came from Sigma-Aldrich. The additives were 
comprised of two polymers (FRW-18 and FRW-20), four surfactants (Inflo-45LB, Inflo-250, 
GasFlo-G, and Flowback-30), and a breaker (ammonium persulfate (AP)). FRW-18 and FRW-20 
served as friction reducers between the pipe and hydraulic fracturing fluids, helping to make the 
water easier to pump and reducing the amount of frac power needed. FRW-18 has been used as 
a friction-reducing agent in slickwater fracturing for some time, while FRW-20 is a new product 
featuring easily breakable chemistry, which causes little or no formation damage [12]. Inflo-250 
is a non-ionic surfactant product that enhances the mobilization of liquid and reduces the 
flowback period and overall job cost without adversely affecting production. It costs significantly 
less than commodity additives while achieving comparable downhole performance. GasFlo-G is 
a surface tension reducer that can stabilize the mixture of oil and water by reducing the surface 
tension where the two molecules meet to aid in the distribution and recovery of fracturing 
fluids. Each solution was stirred at 700 RPM for 2-72 hrs on the stir plate (Fisher Science, MA). 
 
2) Equipment 
a) X‐Ray Diffraction and Clay Mineralogy 
Compositionally, clay minerals fall into the class of aluminum silicates; structurally, they are 
complex with a wide range of properties. The basic building blocks are silica tetrahedral and 
aluminum octahedral. Carbonate minerals are commonly associated with clay minerals, 
especially calcite and dolomite.  
 
These very fine-grained minerals can be better analyzed by X-ray methods than by hand 
specimen or optical methods. An XRD (XDS 2000; Scintag Inc., Sunnyvale, CA) was employed, 
which uses nickel-filtered Cu Kα radiation (λ=1.5405 Å) in a step-scan mode with 2θ =0.01° per 
step. 
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Moreover, clay structures are three-dimensional and vary considerably from one type of clay to 
another. X-Ray diffraction is considered the best method for defining clay minerals. The 
qualitative identification procedure begins with searching for the mineral with the strongest 
peaks, followed by confirming the choice by finding the positions of weaker peaks for the same 
mineral. The most important relationship in X-ray diffraction [13] is:  
 
     nλ = 2d sinθ          (3-1) 
 
where n is an integer (i.e., 1, 2, 3…, etc.), λ is the wavelength of the incident X-ray beam (1.54 Å 
for Cu), d is the distance between atomic layers in a crystal, and θ is the angle between the 
incident ray and the scattering planes. The diffraction planes are 00l= (001), (002), (003), (004). 
Creating a sample preparation for XRD analysis of clay minerals is probably the most critical 
step. The problem is how to free individual crystallites of clay from the rock or sediment without 
damaging them in any way, physically or chemically, and then to prepare ordinated amounts 
that will satisfy the requirements for X-ray analysis. Much has been written on this aspect of 
analysis, and different authors favor different procedures. Some of these procedures are time-
consuming and quite involved, and require equipment that is not readily available.  
 
A good discussion of a sample preparation and its problems appears in Moore and Reynolds 
[14]. In the present study, we adopted a procedure described originally by Austin and Coose [15] 
and modified by Dr. David Wronkiewicz, Missouri University of Science and Technology. The 
procedure described below is for identification only; it allows most common clays to be 
identified but ignores many potential problems in favor of simplicity and speed: 

i. Crush the sample to a fine powder. Unfortunately, this will reduce all minerals to clay 
size so that they cannot be separated from the clay minerals; 

ii. Disaggregate the sample in distilled water. There are several ways to accomplish this, 
the simplest of which is to put 5-25 grams of the sample in a covered vial with distilled 
water and shake vigorously. If there is flocculation during the next step, then use a 
peptizing agent, such as Clagon or NH4OH, before agitating; 

iii. Separate a clay fraction from the coarser material. If the disaggregated sample is 
allowed to stand for 10 minutes, the coarse fraction will have settled, and the clay and 
some silt will remain in suspension; longer setting times are required for better 
separation. The amount of suspended clay depends on the relative volumes of the 
sample and distilled water, and on the amount of clay in the sample; 

iv. Mount the clay sample on a glass slide. To accomplish this step in the present study, the 
pipette or eye dropper used to draw off some of the clay-water slurry prepared in Step 3 
was exploited. The entire glass slide was covered completely with the slurry but without 
causing it to overflow. Then, the slide was allowed to dry overnight at room 
temperature.  

v. Finally, bring the glass slide into θ: θ goniometer for XRD analysis.  
 
The specimens were examined three times on an XRD instrument under different conditions. 
Sometimes it was difficult to distinguish between chlorite and kaolinite when only weak peaks 
were present at 12.5° and 25° 2θ. Such a sample could contain only chlorite, only kaolinite, or a 
mixture of the two. In this situation, the sample was treated chemically or heated and then 
reexamined. To eliminate any interference between the peaks of different clay minerals, the 
following procedure was implemented. Initially, the samples were examined before applying 
any treatment, and the resulting run was marked as “Untreated.” Then, the samples were put in 
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a glycolation vessel for 24 hours to widen the clay mineral layers for better mineral 
identification resolution. This run was called the “Glycolated” run. The last run was performed 
after heating the samples to 375°C for 1 hour, and it was named the “Heated” run. 
 
b) Coreflooding system 
The core flooding system consisted mainly of an ISCO pump, an intermediate accumulator, a 
coreholder and a data acquisition system, as shown in Figure 3-4. It was used to inject the 
friction reducer and then the breaker into the tight sand sample. The sample’s surface 
wettability then was tested. 
 

DI water
Ch

em
ic

alPump

Data Acquisition System

Core holder

 
Figure 3-4: Coreflooding system 

 
c) Goniometer (For Contact Angle) 
When only one fluid exists in the pore space, only one set of forces, the attraction between the 
rock and the fluid, must be considered. When more than one fluid phase is present, at least 
three sets of active forces, solid-liquid interfacial tension (γsl), solid surface tension (γsv) and 
liquid surface tension (γlv), will affect the capillary pressure and wettability, as presented in 
Figure 3-5. 
 

 
Figure 3-5: Equilibrium of Forces at Liquid-Vapor-Solid Interface 

 
Contact angle measurement is a direct method of estimating the rock wettability. The 
goniometer presented in Figure 3-6 (Model 500 Advanced Goniometer, Rame Hart, Succasunna, 
NJ) was utilized to measure the contact angle of various fluids on the shale rock surfaces. 
 

http://www.ramehart.com/images/ca1.jpg
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Figure 3-6: Contact Angle Goniometer Instrument 

 
The resulting contact angle measured by the goniometer device, which uses a sessile drop 
technique, is defined by the following Equation: 
 

θ = 2 tan−1 2h
d

           (3-2) 
 
where θ is the contact angle, h is the drop height and d is the drop diameter or width. 
 
Polished plates of gas shale samples were used as representative surfaces for sessile drop and 
contact angle measurements. In our measurements, the specimen did not account for surface 
roughness, material heterogeneity or the presence of organic matter. Alternative wettability 
measurement methods suggested by Tiab and Donaldson [16] could be among the best tools for 
studying shale gas wettability. All of the presented results were repeated at least three times for 
each shale chip.  
 
3) Contact angle measurement procedure on tight sand 
In order to study the wettability change during fracturing, a core flooding system was used to 
inject brine, friction reducer, breaker and surfactant. The following detailed procedures were 
used: 
a) Sample preparation 
A tight sand sample was cut into a cuboid shape from the bulk core parallel to the wellbore 
direction. After the sample was polished and dried, its porosity was measured. Then, high-
viscosity epoxy settled the cuboid sample into a 1in ID acrylic tube, as shown in Figure 3-7. After 
the epoxy hardened, the sample was sliced and polished, as shown in Figure 3-8.  
 

                                      
Figure 3-7: Tight sand sample coated with epoxy   Figure 3-8: Slice of tight sand sample 

 
 

http://www.ramehart.com/images/advanced_goniometer_577_large.jpg
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b) Fluid injection 
To simulate the additive entering the formation through the fracture face and flowing into the 
matrix, a core flooding system was used to inject friction reducer, breaker and surfactant, 
respectively. After the sample surface’s contact angle was measured, nitrogen was used to flood 
the free liquid out through a brine accumulator (humidified nitrogen), leaving only the 
irreducible liquid. Both floods used the core flooding system, as shown in Figure 3-9. The 
experiment was conducted at ambient conditions. 
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Figure 3-9: Core flooding system 

 
c) Evaluation procedure 
Due to the extremely small pore throat, the emulsion in the friction reducer solution was 
capable of blocking or partially blocking the pore throat and forming a filter cake during the 
hydraulic fracturing process. In such cases, a breaker would remove the filter cake and recover 
the permeability. One of two different interactions could occur between the friction reducer and 
the breaker at the matrix near the fracture. The 1st interaction is an over-balance condition, 
where the breaker in the fracture has a higher pressure than the formation pressure, so the 
breaker would break the filter cake and enter into the matrix through the fracture face (force 
imbibition, Sample No. 2). The 2nd interaction is the balance condition, where the breaker 
pressure is similar to the formation pressure, the filter cake soaks in the breaker, and the 
reaction occurs upon a limited pressure drop (soak, Sample No. 3). In this study, after soaking, 
the contact angle with a 2% KCL drop was measured on the sample surface with a Rame Hart 
500 Goniometer, as shown in Figure 3-10.  
 

app:ds:irreducible
app:ds:water
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Sample No. 2: over 
balance condition

Sample No. 3: 
balance condition

Inject surfactant

Contact angle measurement, then 
humidified Nitrogen flooding

Inject friction reducer

Inject breaker

Contact angle measurement, then 
humidified Nitrogen flooding

Inject friction reducer

Contact angle measurement, then 
humidified Nitrogen flooding

Breaker soak

Contact angle measurement, then 
humidified Nitrogen flooding

 
Figure 3-10: Contact angle measurement procedure for additives 

 
d) Contact angle measurement 
2% KCL was used to test the contact angle on the tight sand surface after flooding by each 
additive. Each sample was tested at 5 evenly distributed points, as shown in Figure 3-11. After 
the liquid drop was placed, the contact angle was measured every 5 seconds for 5 minutes, for a 
total of 60 measurements.  The measurement was repeated 3+ times at each point, until 3 
results were very close to each other, and then the average result was plotted.  
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Figure 3-11: The five points used to do the contact angle test 

 
3.1.4 Results and discussions 
1) X‐Ray Diffraction and Clay Mineralogy on Gas Shales 
Using basal spacing (d) and 2-theta for Cu Kα radiation in Table 3-2 allowed clay and non-clay 
mineral peaks to be distinguished readily. Some mineral peaks were invariant because the 
mineral structure did not tolerate significant atomic substitutions. We focused on small 
diffraction angles because most of the important clay peaks occurred at 2-theta values of 40° or 
less; therefore, theta was 20° or less. 
 

Table 3-2: Basal Spacing (d) in Å and 2θ for Cu K-Alpha Radiation* 
Clay Mineral 
Group 

001 002 003 004 
Å 2θ Å 2θ Å 2θ Å 2θ 

Chlorite 14.1-
14.2 6.2-6.3 7.05-

7.1 
12.5-
12.6 4.7 18.9 3.52-

3.54 
25.3-
25.1 

Kaolinite 7.16 12.4 3.57 24.9 2.38 37.8 1.78 51.3 

Mica (Illite) 9.97-
9.98 8.8 4.96 17.9 3.32 26.8 2.49 36.1 

Ca Smectite** 15.4- 5.7 7.7 11.5 5.1 17.4 3.8 23.4 
Na Smectite 12.4 7.1 6.2 14.3 4.1 21.7 3.1 28.8 
Ca Smectite - 
glycol 17- 5.2 8.5 10.4 5.7 15.6 4.2 21.2 

Na Smectite - 
glycol 16.7        

Vermiculite 14.1-
14.3 6.3  w  w  w 

Non-Clay Minerals 
Calcite  29.5       
Dolomite  30.9       
Quartz  20.8  26.6     
Albite and 
Microcline  27.7       

Pyrophyllite  9.6  19.3  29.1   
** General position of broad peaks 
w = weak if present at all 
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Yaalon [17] applied normative calculations on the chemical composition of 10,000 shales and 
arrived at the following average composition: 60% clay minerals (mostly illite), 20% quartz, 10% 
feldspar, 6% carbonates, 3% iron oxide, and 1% organic matter. This agrees with the presented 
XRD results. 
 
Table 3-3 presents a summary of the semi-quantitative analysis of XRD results. Semi-
quantitative assessments make the identification of individual minerals in shale gas samples 
much more valuable. Unfortunately, the intensity of a mineral's diffraction peaks cannot be 
used directly as an accurate measure of mineral abundance because different minerals, 
different atomic planes within a mineral, and different samples of the same mineral do not have 
the same ability to diffract X-rays [18]. However, this study used the modified procedure for the 
semi-quantification of clay minerals with an approximate accuracy of ±10%. The computed clay 
mineral contents often were avoided because of their weak or uncertain peak intensity.  
 

Table 3-3: Summary of Qualitative XRD Results 

Shale Gas Source Rock 
Samples 

Haynesville 
Shale 
12,000 ft 

Utica Shale 
Indian 
Castle Fm. 
4,649 ft 

Utica 
Shale 
Dolgeville 
Fm. 
4,878 ft 

Utica Shale 
Dolgeville 
Fm. 5,197 ft 

Fayetteville 
Shale  
2,351 ft 

Clay 
minerals 

Chlorite 31% Low - - - 
Illite 69% High V. Low V. Low Low 

Non-Clay 
minerals 
 

Calcite Low Low High High V. Low 
Dolomite - V. Low - V. Low V. Low 
Quartz Moderate Moderate V. Low V. Low High 
Albite and  
Microcline - Low - - - 

 
Figure 3-12 presents a combined plot of the XRD results for five shale gas samples. The Utica 
shale sample obtained from the Indian Castle formation and the Haynesville shale exhibited the 
highest amount of illite; the strongest peak at 8.8° 2θ is obvious. Both of the Utica shale samples 
acquired from the Dolgeville formation were classified as calcareous shale. The XRD results also 
suggest high calcite content. Fayetteville shale may compositionally consist of higher quartz 
content than illite because illite’s peak intensity was almost nonexistent.   
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Figure 3-12: X-ray diffraction results of the five shale gas samples. 

 
2) Contact Angle on Gas Shale Chips 
The six additives used for contact angle measurement on gas shale were made of 0.1 wt% 
concentration and prepared using distilled water. The contact angle measurements obtained 
from five shale samples using these chemical fracturing fluid additives are presented in Figure 3-
13.  
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Figure 3-13: Contact angle results of the five shale gas samples using six fracturing fluid 

additives. 
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All contact angle results were compared to the contact angle of deionized water (DIW) and are 
summarized in Table 3-4. 
 

Table 3-4: Contact Angle Results Summary* 

Gas Shale 
Source Rock 
Samples 

Haynesville 
Shale 
12,000 ft 

Utica Shale 
Indian 
Castle Fm. 
4,649 ft 

Utica Shale 
Dolgeville 
Fm. 
4,878 ft 

Utica Shale 
Dolgeville 
Fm. 5,197 ft 

Fayetteville 
Shale  
2,351 ft 

DIW 14.0 42.5 81.8 64.6 47.8 
0.1% FRW-18 23.8 28.2 73.4 36.5 21.8 
0.1% FRW-20 20.4 23.1 38.3 29.6 16.5 
0.1% Inflo-
45LB 

0.0 0.0 13.0 0.0 0.0 

0.1% Inflo-250 0.0 0.0 28.2 0.0 0.0 
0.1% GasFlo-G 0.0 0.0 41.6 0.0 0.0 
0.1% 
Flowback-30 24.7 14.1 36.8 21.2 15.3 

* Contact angle results have an accuracy of ± 5 deg. 
 
Clearly, compared to DIW contact angles, all of the fracturing fluid additives tested on Utica and 
Fayetteville shale rock samples resulted in a reduced contact angle and shale rocks that behaved 
more like water-wet surfaces. The scenario for the Haynesville shale sample was slightly 
different; both polymers and the Flowback-30 surfactant tended to increase the contact angle 
slightly to an intermediate water-wet level. This might be attributed to (1) a very high illite 
concentration (70%), as illite’s peak intensity on XRD data suggests, and (2) a low organic matter 
content of Haynesville shale (TOC = 0.81 wt. %). 
 
Utica shale samples acquired from the Dolgeville formation resulted in the highest DIW contact 
angle, which was between 60 to 80°. This rock behaved like oil-wet material. X-ray diffraction 
results suggested a high concentration of calcium carbonate (calcite). However, the Utica shale 
sample acquired from the Dolgeville formation at a depth of 4,878 ft behaved slightly differently 
when treated with all surfactants and polymer FRW-20. These solutions tended to alter the 
wettability of this rock to water-wet with contact angles of 10° to 30°. Polymer FRW-18 very 
slightly shifted this surface’s wettability toward water-wet, which was attributed to the 
fracturing fluid’s chemical composition and clay mineralogy. This sample was classified as 
calcareous shale, sometimes also called carbonate-like shale. It was very hard to saw, which 
likely can be attributed to (1) a very high lime content, as calcite’s peak intensity in the XRD 
results suggests, and (2) an extremely low organic matter content (TOC = 0.31 wt. %), as 
documented by Elgmati, Zobaa, Zhang, Bai and Oboh-Ikuenobe [19]. According to Leverson [20], 
Perrodon [21] and Wang and Reed [22], organic substances are oil-wet. 
 
In most of the cases presented, the surfactant solutions altered the wettability of shale to 
strongly water-wet conditions, except for the surfactant Flowback-30, which behaved like the 
polymers. Both polymer solutions altered the wettability of shale gas rocks in the same manner, 
with resulting contact angles of 20° to 30°, except for the Utica shale sample acquired from the 
Dolgeville formation at a depth of 4,879 ft. For this shale sample, only polymer FRW-18 resulted 
in a high contact angle of 62°. 
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In summary, shale samples behave as oil-wet when a high concentration of calcite existed, such 
as the Utica shale samples acquired from the Dolgeville formation.  When treated with all 
surfactants and polymer FRW-20. These solutions tended to alter the wettability of this rock to 
water-wet. Low organic matter content tended to change the wettability of calcareous samples 
into oil wet. Compared to DIW contact angles, all of the fracturing fluid additives tested on Utica 
and Fayetteville shale rock samples resulted in a reduced contact angle and shale rocks that 
behaved more like water wet surfaces.   
 
3) Contact Angle on Tight Gas Sandstone Chips 
The contact angle test with tight gas sandstone chips utilized 2% KCL, 0.05 vol% FRW-20, 0.012 
wt% ammonium persulfate, and 0.05 vol% Gasflo G. All of the solutions used in this test were 
prepared with 2% KCL. 
 
a) Impact of brine on tight sand wettability 
After being saturated with 2% KCL, samples No. 2 and No. 3, respectively, were placed in a Rame 
Hart 500 Goniometer sample chamber for contact angle measurement. The test results indicated 
that both sample surfaces were strongly water-wet, as shown in Figures 3-14 and 3-15. The 
initial contact angle of five points on sample No. 2 ranged from 23.2° to 27.2°, and from 17.8° to 
31.4° on sample No. 3. This could be attributed to the high clay and quartz content in the tight 
sand.  
 

 
Figure 3-14: Contact angle of Sample No. 2 with brine drop 
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Figure 3-15: Contact angle of Sample No. 3 with brine drop 

 
The contact angles of both samples decreased over time. Within 5 min, the contact angle of 
sample No. 2 decreased to 6.5°-9.9°, while that of sample No. 3 decreased to 10.6°-12.8°. The 
No. 1 point of sample No. 3 reached 5° at 4 min and then could no longer be detected. This 
constant decrease was probably due to the evaporation of the liquid; even when the sample and 
liquid drop were settled in the sealed chamber, evaporation still could not be avoided. During 
contact angle measurement, the standard method for preventing evaporation is to place the 
sample in an oil-filled chamber and then give the water drop. However, that method did not 
apply here. The tight sand samples were from a gas reservoir, so oil in the chamber could have 
changed the rock’s properties. Moreover, because the same sample was to be used for further 
testing, it would not have been good for oil to come into contact with it at this step. Therefore, 
oil-filling was not employed to prevent evaporation. However, it is likely that under the same 
conditions, the contact angle would still be similar at each time frame.  
 
b) Friction reducer impact on tight sand wettability 
100 PV of friction reducer FRW-20 (FR) then was injected into samples No. 2 and No. 3 for 6 hrs 
each. 
 
Because the pore throats of the tight sand were smaller than the FR emulsion, a filter cake 
formed at the sample face. The contact angle test on the filter cake showed that the liquid drop 
was gone within 2 seconds, which meant it was strongly water-wet. After the filter cake was 
removed gently, the pore throats of samples No. 2 and No. 3 remained blocked by the emulsion 
particles in the FR. The contact angle appears in Figures 3-16 and 3-17.    
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Figure 3-16: (After FR injection) Contact angle of Sample No. 2 with brine drop 

 

 
Figure 3-17 (After FR injection) Contact angle of Sample No. 3 with brine drop 

 
When the FR was present and blocking the surface pore throat of the tight sand, the tight sand 
surface became less water-wet. The 5 test points on sample No. 2 exhibited initial contact angles 
ranging from 40.7°to 56.3°, and from 43.9° to 55° for sample No. 3. While the No. 1 point of 
sample No. 3 changed less than the other points, it was only 26.2°. This could be attributed to 
the heterogeneity of the tight gas sandstone. 
 
c) Impact of breaker on tight sand wettability 
Breaker injection after FR injection: Breaker was injected into sample No. 2 from the same side 
where the FR had been injected, as shown in Figure 3-18. 100 PV of liquid was injected for 6 hrs. 
The contact angle test showed that the initial contact angle of points No. 2-5 increased to the 
range of 82.2° to 86.2°, while that of point No. 1 increased to 67.8°, as shown in Figure 3-19.  
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Figure 3-18: Flow direction of FR and breaker injection 

 

 
Figure 3-19 (After breaker injection) Contact angle of sample No. 2 with brine drop 

 
Breaker soak after FR injection: Sample No. 3 was firstly flooded by FR and then soaked with 
breaker, as shown in Figure 3-20. Breaker will react with the filter cake first, and then with the 
emulsions blocked at the pore throat. Compared with the breaker injection in sample No. 2, the 
pressure drop of the breaker along the sample was negligible. After soaking for 6 hrs, the initial 
contact angle of sample No. 2 increased to a range from 67° to 77.8° for points No. 2-5, and to 
54.8° for point No. 1, as shown in Figure 3-21. 
 

 
Figure 3-20: Flow direction of FR injection and breaker soaking 
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Figure 3-21: (After breaker soaking) Contact angle of sample No. 2 with brine drop 

 
The initial contact angle was smaller when the breaker was soaked with FR than when it was 
flooded with FR. In both scenarios, the initial contact angles for most of the 10 measured points 
changed to intermediate wet or became less water-wet. 
 
d) Impact of surfactant on tight sand wettability 
After breaker injection and soaking, surfactant was injected into samples No. 2 and No. 3. For 
the 10 measured points of the two samples, when the extra liquid on the sample’s surface was 
wiped away gently, the brine drop disappeared or spread within 2 seconds on the wet sample. 
This was caused by the lower surface tension provided by the surfactant. However, when the 
samples were dried at ambient conditions for 2 hrs, the wetting on the sample’s surface 
disappeared. The contact angle was measured successfully, as shown in Figure 3-22 and 3-23.  
 

 
Figure 3-22: Contact angle of sample No. 2 with brine drop 
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Figure 3-23: Contact angle of sample No. 3 with brine drop 

 
For sample No. 2, where the breaker was injected into the sample, its initial contact angle after 
surfactant flooding was 68°-86°; this was almost the same as when it was flooded by breaker 
(Figure 3-19). For sample No. 3, where the breaker was soaking the friction reducer with no 
pressure drop, its initial contact angle after being flooded with surfactant was 46°-57°; this was 
almost the same as when it was flooded with friction reducer alone (Figure 3-17).  
 
Figures 3-19 and 3-17 indicate that this surfactant did not change the surface wettability of the 
tight sand. When FR is injected in a sample, if FR is not degraded by breaker under pressure, the 
surface wettability will remain the same as the FR did. However, if the FR is degraded by breaker, 
the surface wettability will keep the same as the breaker did. 
 
3.1.5 Conclusions 
XRD mineralogy analyses and contact angle measurements were conducted, yielding the 
following observations and recommendations: 

1) XRD analysis provided insight into clay and non-clay mineralogy. It showed high illite 
content in the Haynesville and Utica shale samples and also suggested high calcium 
carbonate (lime) content in the Utica shale samples; 

2) Calcite content proved the dominant factor in increasing the shale gas contact angle and 
changing the wettability of shale gas rock to oil-wet. Organic matter content governed 
the wettability alterations of calcareous samples; 

3) Due to the high content of quartz and clay, the tight sand sample surface was water-
wet; 

4) The introducing of friction reducer caused the tight sand to become less water-wet; 
5) The injection and soaking of breaker caused the tight sand surface to become 

intermediate wet, and the contact angle increased slightly after breaker injection; 
6) After sample was treated with brine, friction reducer, and breaker, the  injection  of  

surfactant  did  not  alter  the  surface  wettability  of  the  tight  sand.
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3.2 Milestone 7 ‐ Imbibition and Core Flooding Test Using Tight Gas Sands 
 
3.2.1 Summary 
With the thin slice of tight sand chips, the hydraulic fluid additives were coreflooding into the 
tight sand samples, respectively. Then samples were dried by Nitrogen from the opposite 
direction of flooding. Spontaneous cocurrent imbibition tests were then conducted in between 
each flooding to investigate the impact of the additives on the fluid imbibition. In tight sand, fast 
imbibition early in the test and slow imbibition later in the test was observed for all conditions. 
The polymer, breaker, and surfactant all have impact on the tight sand imbibition to different 
extend, detailed results is shown in conclusion part. 
 
3.2.2 Introduction 
Tight gas sandstone reservoirs are composed primarily of quartz, followed by feldspar, rock 
fragments and others [23]. Tight rock is generally water-wet. After the well is completed, 
hydraulic fracturing usually is required for the tight formation to enhance the production rate 
and recover investment. During the hydraulic fracturing process, millions of gallons of liquid are 
injected into the formation, but a very large percentage of this liquid cannot be recovered after 
the stimulation. The use of water-based fracturing fluids causes water to become trapped in the 
near wellbore region, resulting in low gas phase permeability and thereby significantly impairing 
the gas production rate. Even though the production rate generally will increase immediately 
after the stimulation, the retention of the injected fluids impairs the formation matrix and 
production in the long term. Unlike in oil reservoirs, imbibition often is considered a negative 
factor in the recovery of tight gas reservoirs by hydraulic fracturing [24, 25]. 
 
Hydraulic fracturing fluid consists of many additives, each of which has its own purpose. Brine, 
polymer, breaker, and surfactant are used widely in unconventional gas reservoir stimulation. 
Polymer usually is added to fracturing fluid to reduce the fluid leakoff and carry proppant. Under 
a high pressure drop in the fracture, polymer, such as friction reducer, would form a filter cake 
on the fracture face and block the pore throat in the near-fracture matrix, which would reduce 
the gas flow capacity and impair gas production. Ammonium persulfate, an oxidization breaker, 
usually is used to degrade the polymer and release the gas-flowing pores and channels. It works 
by creating highly reactive free radicals in solution that react with the polymer backbone and 
break it, which degrades the polymer [26, 27]. Surfactant commonly is added in fracturing fluids 
for tight gas reservoirs. It can reduce the surface tension and contact angle between the 
injected fluids and reservoir fluids and rocks [71]. However, the fluid imbibition rate before and 
after adding these additives to tight sand, which is critical for fluid retention and recovery during 
and after fracturing, is not clear.  
 
This study employed spontaneous cocurrent imbibition tests to investigate the impact of these 
additives on the fluid imbibition capacity. Cocurrent imbibition refers to the non-wetting phase 
and wetting phase flowing in the same direction.  
 
After treatment using each additive, humidified nitrogen was used to flood the rock sample in 
order to study the residual liquid condition after additive treatment. Sample weights were 
measured at certain time intervals until the desired residual liquid saturation was attained. 
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3.2.3 Experimental 
1) Materials 
The tight gas sandstone sample and fluids previously discussed were used in this study, 
including: friction reducer: 0.05 vol% FRW-20; breaker: 0.012% ammonium persulfate; and 
surfactant: 0.05 vol% GasFlo-G. 
 
2) Equipment 
The core flooding system previously described also was used in this study. 
 
Spontaneous imbibition system: Spontaneous imbibition experiments were used to evaluate the 
fluid intake condition after each fracturing fluid component was injected into the rock sample. A 
liquid spontaneous imbibition system, built in house, was used to conduct the fluid imbibition 
(Figure 3-24). The sample was placed horizontally and gripped by a customized holder. One side 
of the sample faced the air, and the other side made contact with the liquid, in order to simulate 
the transport of fracturing fluid from the fracture face into the matrix in the gas reservoir.  
 

 
Figure 3-24: Spontaneous cocurrent imbibition system 

 
During the experiment, the liquid, sample, and holder sat in a sealed box. The holder was 
connected to a digital balanced Adam PW184 (Adam, Danbury, CT), which had a resolution of 
0.0001g. The digital balance reading was acquired through the data acquisition software on the 
connected PC.  
 
Humidified N2 core flooding setup: The previous core flooding system was modified slightly so 
that the core holder could be flooded with humidified N2, as shown in Figure 3-25. We used 
humidified N2 instead of dry N2 because it was found that the latter could impact the residual 
liquid saturation [28]. Humidified N2 was prepared by forcing N2 through a 2% KCL accumulator 
before entering the core sample.  
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Figure 3-25: Humidified N2 core flooding setup 

 
3) Procedure 
In the real tight gas stimulation process downhole, due to the complexity of the fracture 
geometry, the following three scenarios may exist for the interaction between polymer (such as 
friction reducer) and breaker: 

• Balanced condition: FR in the fracture matrix and breaker will react with no pressure 
drop; 

• Over balanced condition: breaker in the fracture has higher pressure than FR filtration in 
the fracture matrix; the solution with broken down FR will still enter the matrix;  

• Under balanced condition: FR first is flooded out by reservoir gas and then encounters 
breaker; the solution with broken down FR will not enter the matrix. 

 
In order to study the fluid imbibition for these conditions, the flow chart of the entire study 
appears in Figure 3-26.  
 
In the spontaneous imbibition test, the dry core was immersed 2 mm into the brine solution 
such that only the lower face of the core touched the liquid face. When the bottom of the rock 
touched the liquid, the liquid was spontaneously imbibed into the rock. Brine imbibes into the 
core at a rapid rate because of strong capillary forces. The amount of brine imbibed into the 
core was reflected and recorded as a function of time using the digital balance. The slice was 
very thin, so no gravity effect was included. In this process, only capillary forces drove 
imbibition.  
 
The fluid injection test was conducted to force the hydraulic fluid additives into the rock matrix 
in order to simulate entering the fracture matrix during hydraulic stimulation. 100 PV of KCL, FR, 
breaker, and surfactant were flooded into the sample, respectively. Initially, a constant flow rate 
was used, but once the pressure built up to 300 psi, a constant pressure was used. A confining 
pressure of 400 psi was applied throughout.  
 
In order to study the impact of the introduced fluid on the fracture face, the sample was placed 
in a coreholder perpendicular to the fluid flow direction.  
 
In the humidified N2 flooding test, humidified N2 flooded the free liquid out of the rock sample 
at a pressure gradient of 700 psi/in. The sample’s weight was measured each hour until it 
remained at 0.5% of the current weight for 5 hrs. 
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Sample No. 2: 
over balance condition

Sample No. 3: 
balance condition

Inject surfactant

Inject breaker Breaker soak

Sample No. 1: 
under balance condition

No breaker

Spontaneous 
KCL imbibition

Inject friction reducer Inject friction reducer

Spontaneous 
KCL imbibition

Inject friction reducer

Humidified N2 flooding

Humidified N2 flooding

Spontaneous 
KCL imbibition

Spontaneous 
KCL imbibition

Spontaneous 
KCL imbibition

Humidified N2 flooding Humidified N2 flooding Humidified N2 flooding

 
Figure 3-26: Flowchart of experimental procedure 
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3.2.4 Results and discussions 
Brine, friction reducer, breaker, and surfactant were injected separately into tight gas sandstone 
samples to simulate the hydraulic fracturing fluid entering the fracture matrix during 
stimulation. In order to study each additive’s impact on the wettability, spontaneous brine 
imbibition was tested before and after the additives was injected. The imbibition test results are 
illustrated through the weight gain of the sample over time.  
 
1) Spontaneous imbibition at under balanced condition 
Figure 3-27 illustrates the spontaneous cocurrent imbibition in tight sand after brine, FR and 
surfactant (SF) treatment. For each imbibition curve, the weight gain is divided into two sections 
by the blue dotted line. On the left of the line (early in the test), the imbibition rate is very fast. 
However, on the right of the line (later in the test), the imbibition rate slows and then becomes 
constant. The area to the left of the blue line relates to the time it took for the imbibition front 
to fill the large pores. The area to the right of the blue line relates to when the imbibition 
occurred in small pores and the matrix.  This phenomenon has also been observed by others 
[29]. 
 

 
Figure 3-27: Brine imbibition with only FR injection  

 
After FR injection, the imbibition rate early in the test increased. This could be explained by the 
capillary pressure, as follows: 

2 cos
cP

r
σ θ

=           (3-3) 

where Pc is the capillary pressure, σ is the surface tension, θ is the contact angle, and r is the 
diameter of the capillary. 
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As reported elsewhere [30], this FR has an emulsion particle diameter ranging from 0.0723 μm 
to 1.635 μm. During FR injection, once this FR enters the large pores, they become partially 
blocked. The blocked large pores cause the equivalent radius of tight sand to decrease sharply. 
Because the capillary pressure is inversely proportional to the size of the pore throats in water-
wet tight sand, a smaller pore radius would result in a higher capillary pressure. Additionally, the 
contact angle of the tight sand after FR treatment did not decrease very much, as shown in 
Table 3-5. The surface tension may have some impact on the capillary pressure, but not as much 
as the capillary radius. Therefore, the sharp increase early in the test can be attributed primarily 
to the high capillary radius resulting from the reduction in the pore radius. 
 

Table 3-5: Tight sand contact angle after additives treatment 
Additive θ (°) Cos (θ) 
Brine 25 0.91 
FR 50 0.64 
Breaker injection 85 0.09 
Breaker soak 75 0.26 
Surfactant 0 1.00 

 
The injected surfactant exhibited the capacity to change the rock wettability using a smaller 
imbibition rate and less brine, which is more obvious in Figures 3-28 and 3-29. This could be 
explained by the lower surface tension provided by the surfactant. With the very close contact 
angle and Cos (θ), the surface tension was the major difference in the capillary pressure after 
the sample was treated with breaker and surfactant. Furthermore, surfactant could provide a 
much lower surface tension than FR and breaker. Therefore, the lower capillary pressure caused 
less liquid intake. 
 
2) Spontaneous imbibition in the balanced condition 
In the balanced condition, FR was injected into the core sample, which then was soaked in 
breaker solution to degrade the polymer in the FR at the fracture face, as shown in Figure 3-28. 
Under this balanced condition, the imbibition slopes both early in the test and later in the test 
still existed.  
 
The FR injection had a pressure drop similar to the field application. The small emulsion particle 
entered the tight sand matrix and remained at the pore throat. The breaker soaking had very 
limited entrance into the deep pore throat and therefore left the FR particle undisturbed. 
Therefore, the imbibition curves of FR and brine were very similar to those witnessed in the 
under balanced condition, in which breaker was not used.  
 
After surfactant injection, the fluid imbibition rate and amount were the smallest among all 
three conditions, which indicates an alteration of the rock’s wettability. 
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Figure 3-28: Brine imbibition with FR injection, breaker soak 

 
3) Spontaneous imbibition in the over balanced condition 
In the over balanced condition, the FR and breaker were injected separately into tight sand, and 
then surfactant was injected, as shown in Figure 3-29. In this condition, the imbibition slopes 
early in the test and later in the test still existed.  
 

 
Figure 3-29: Brine imbibition with FR and breaker injection 
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After FR injection, the injected breaker degraded the emulsion particle in the FR in the pore 
networks and generated a lower imbibition rate and amount than imbibition after brine 
treatment. Reasons for this phenomenon included the degradation of polymer in FR and the 
breaking of the oil-in-water emulsion. After the emulsion broke, an oil phase existed in the pore 
network, which made the capillary pressure smaller by providing a contact angle of 85°, as 
shown in Table 3-5.  
 
The imbibition behavior after surfactant injection still had the ability to change the rock 
wettability using a smaller imbibition rate and less brine. 
 
4) Humidified N2 flooding after additives injection 
The core flooding tests were conducted to compare the amount of brine displaced from the 
cores when gas was injected into untreated and treated cores. The liquid saturation was 
measured in untreated and treated cores when certain gas pressure gradients were applied 
across the cores. 
 
The liquid saturation is defined as the difference in weight of a wet sample and a dry sample 
over the dry sample’s pore volume, as follows:  
 

1 100%dry
l

w w
S

PV
−

= ×                       (3-4) 

 
where Sl is the liquid saturation, %; w1 is the sample’s weight at a certain time, g; and wdry is the 
sample’s dry weight, g. 
 
Sample No. 2 was flooded by brine, friction reducer, breaker and surfactant, respectively; in 
between each flooding, the sample was flooded by humidified N2, and the sample’s weight was 
measured each hour until residual liquid remained in the sample. The liquid saturation vs. time 
appears in Figure 3-30. 
 

  
Figure 3-30: Gas flooding in liquid saturated tight sand (breaker injected) 
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4 hrs, and then the reduction slowed, decreasing to less than 5% in 15 hrs.  
 
After FR and breaker were injected, the humidified N2 flowed slower than when only brine was 
injected. After FR was injected, the emulsion particle was larger than the pore throat and 
blocked the pore throat, forming a filter cake at the sample’s surface. Then, the injected breaker 
released the blockage by degrading the polymer and breaking the emulsion. However, the 
smaller emulsion still filled the small pore throat. The smaller pore throat required a larger 
pressure gradient for liquid to flow through, causing a jam at the small pore throat that was 
difficult to wash out. For the humidified N2 flooding that lasted 20 hrs, the liquid saturation 
after FR and breaker saturation was 8% higher than that after brine saturation.  
 
With the addition of surfactant, the liquid saturation decreased more slowly in the early part of 
the test. However, the 20 hrs of flooding resulted in 2% higher liquid saturation than in the 
condition with FR and breaker saturation. This indicates that once the friction reducer, breaker, 
and surfactant enter the tight sand matrix, certain contamination, such as water blockage or 
chemical residue, will exist, which is difficult to remove using post frac gas production. The 
surfactant will not help to recover more fluid in porous media blocked with emulsion particles. 
 
5) Humidified N2 flooding after additives injection and breaker soaked 
Sample No. 3 first was flooded by brine and FR, and then it was soaked with breaker before 
surfactant was injected. In between each flooding, the sample was flooded by humidified N2. 
The sample’s weight was measured each hour until residual liquid remained in the sample. The 
liquid saturation vs. time appears in Figure 3-31. 
 

 
Figure 3-31: Gas flooding in liquid saturated tight sand (breaker soaked) 

 
As shown in Figure 3-31, the liquid saturation also decreased sharply initially, and then the 
reduction slowed. For 10 hrs of flooding, the liquid saturation in the sample initially saturated 
with FR and breaker was very similar to that in the sample initially saturated with brine. The 
injected FR blocked the pore throat near the injection face in the tight sand. The soaking of 
breaker with no pressure drop would degrade the polymer’s long chain and release the jam in 
the pore throat. The degraded FR would have very limited entrance to the deep pore throat due 
to the negligible pressure drop. Therefore, it is assumed that if only FR existed in the sample, 
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with a relatively large emulsion particle, it could be flushed out as easily as in the sample 
saturated with only brine. 
 
The surfactant treatment caused the liquid saturation to decrease 2% more than when the 
sample was treated with FR and breaker. This indicates that when the FR particles were flushed 
out, the surfactant could work to reduce the residual water saturation. The liquid saturations for 
samples saturated with FR, breaker, and surfactant treatment were all lower than that for the 
sample saturated with brine. 
 
3.2.5 Conclusions 

1) In tight sand, fast imbibition early in the test and slow imbibition later in the test was 
observed for all conditions; 

2) When tight sand was treated with FR and breaker at under balanced and balanced 
conditions, the reduction in the pore radius in tight sand resulted in a higher imbibition 
rate and amount than that treated with brine only; 

3) In the over balanced condition, in which FR and breaker were injected into tight sand, 
respectively, the imbibition rate and amount were all smaller than those treated with 
brine only, which is different than the previous two conditions. However, in the over 
balanced condition, the degraded FR polymer could potentially travel deep into the 
matrix and cause near-fracture damage. Therefore, during the operation design of 
hydraulic fracturing, fluid imbibition and near-fracture damage should be considered 
carefully;  

4) Samples treated with surfactant exhibited the lowest fluid imbibition capacity for all 
conditions, which indicates some kind of wettability alteration deep in the matrix; 

5) For the humidified N2 flooding, when FR and breaker entered the formation matrix first, 
the liquid saturation by gas flooding was 8% higher than the initial water saturation. 
Adding surfactant only decreased the liquid saturation very slightly, by 2%; 

6) Once the friction reducer, breaker, and surfactant enter the tight sand matrix, certain 
contamination, such as water blockage or chemical residue, will exist and is difficult to 
remove by gas flooding. 

7) If friction reducer were to degrade under conditions of soaking and no pressure drop, 
the degraded polymer and broken emulsion particle would be released from the 
blocked pore throat, without impacting the residual liquid saturation. Humidified N2 
flooding displayed liquid saturation similar to the initial water saturation.
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3.3 Milestone 8 ‐ Imbibition and Core Flooding Test with Shales 
 
3.3.1 Summary 
Traditional imbibition with shale is very easy to break the sample, due to the capillary and clay 
expansion when fluid is introduced. With the coated thin slice of shale sample, quantities 
imbibition rate was successfully achieved. Spontaneous cocurrent imbibition was carried out 
before and after surfactant was flooded into shale samples, respectively. Sample length and 
surfactant concentrations impact on the imbibition rate was discussed in detail. 
 
3.3.2 Introduction 
Shale is a mix of quartz, feldspar, calcite, dolomite and clay [31]. The pore space in gas shale 
consists of pores in the organic matter, kerogen and pores in the inorganic matrix [32-34]. When 
in contact with liquids, the exposed surfaces support a broad range of surface forces that bound 
the liquids to varying degrees. The pores with organic surfaces (oil-wet) and inorganic surfaces 
(water-wet) develop strong capillary forces that bound liquids with strengths that are inversely 
proportional to the pore radius. The wettability of shale can be more water-wet, more oil-wet, 
mixed-wet or intermediate-wet [35-39]. This depends highly on the shale’s heterogeneity, such 
as its mineral distribution and composition. 
 
In shale gas development, after the well is drilled, hydraulic fracturing generally is required for 
tight formations to enhance the production rate and recover investment. During the hydraulic 
fracturing process, millions of gallons of liquid are injected into the formation, but more than 
50% may not be recovered after the stimulation. The fluid flow-back could be 5% in the 
Haynesville shale and 50% in areas of the Barnett [40]. The retention of the injected fluids 
impairs the formation matrix and production in the long term, even though the production rate 
generally will increase immediately after the stimulation.  
 
Therefore, altering the wettability of shale is critical during the hydraulic fracturing process. 
Surfactant generally is used to alter wettability, decrease surface tension and enhance fluid 
flow-back. Spontaneous imbibition has been proven to be an effective method by which to 
evaluate a surfactant’s properties and performance. However, the impact of surfactant on shale 
imbibition remains unclear. 
 
Spontaneous cocurrent imbibition was used in this part of the study to evaluate the 
effectiveness of a surfactant by comparing the liquid imbibition before and after the same 
sample was treated with surfactant. 
 
3.3.3 Experimental 
1) Materials 
Rock sample: Marcellus shale was prepared with previous coating and slicing method. 11 slices 
were used here. Detailed parameters are shown in Table 3-6. Most samples were sliced to be 
around 5 mm (as short samples), some were around 10 mm (as medium samples), and some 
were around 14 mm (as long samples).  
 
Fluids: Clay stabilizer: 2% KCl is used to contact with shale and create fractures. Surfactant: 
Gasflo G, commonly used in shale gas fracturing is implemented in this study with three 
concentrations: 0.025, 0.05, and 0.1% according to the former field and lab experiments. In 
order to prevent the clay from swelling, surfactant is also prepared with 2% KCl. 
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Table 3-6: Shale sample parameters 

Sample No. Thickness Cross-sectional area 
 mm cm2 

24 4.96 1.003 
25 5.54 0.946 
26 4.55 0.982 
27 4.80 0.959 
23 4.44 0.986 
28 4.93 1.023 
22 10.55 0.991 
31 9.17 0.994 
32 9.47 1.059 
21 14.76 1.034 
33 13.58 1.086 

 
 
2) Equipment 
Core flooding and spontaneous imbibition systems were used, as shown in Figure 3-32 and 3-33. 
 

 
Figure 3-32: Coreflooding system 

 

 
Figure 3-33: Spontaneous cocurrent imbibition system 
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3) Procedure 
After oven dried to remove moisture attained in ambient condition during preparation, all 
samples were carried out the 1st time imbibition, factures on sample both sides were generated 
and observed by the naked eyes. Then samples were putted in oven to vaporize the liquid, and 
carried out a 2nd time imbibition. After samples were dried, surfactant was used to treat the 
samples by flooding, respectively. After sitting still for 12 hrs, samples were oven dried again. 3rd 
time imbibition was continued with these samples.  
 
Therefore, a total of 3 time KCl imbibition experiments were performed on each sample. A 
detailed flowchart is shown in Figure 3-34. 
 

Samples oven dried

1st imbibition with 2% KCl

Surfactant injection

2nd imbibition with 2% KCl

Fractures generated

3rd imbibition with 2% KCl

Samples oven dried

Samples oven dried

 
Figure 3-34: experiment flow chart 

 
3.3.4 Results and discussions 
 
1) Typical Imbibition Curve.  
A typical spontaneous cocurrent imbibition curve of gas shale with 2% KCl fluid is shown in 
Figure 3-35. The imbibition happened at early stage is very fast, and it becomes very slow at the 
later stage. At the early stage, the liquid took in is increasing very fast. At some point, it slows 
down and maintains at a second rate. This phenomenon is also observed by previous 
researchers (Lakatos, Bódi et al. 2011, Roychaudhuri, Tsotsis et al. 2013). The two imbibition 
rates are very different from each other. Two straight lines were put on each part to fit with 
their data. The line with high slope at early stage is defined as the 1st slope, where the liquid is 
supposed to enter the large pores close to fluid front. The other line at the later stage is defined 
as the 2nd slope, where the liquid is supposed to enter the small pores in matrix. These two 
slopes were found extensively exist in all these experiments in this study. The values of these 
slopes are actually the imbibition rate of each sample at each stage.  
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Figure 3-35: Typical imbibition curve (TS23) 

 
Fractures were found to be generated only after the 1st time imbibition, there is no more 
generated after the 2nd and 3rd time imbibition. Therefore, the surfactant impact on shale 
imbibition rate can be compared with the 2nd and 3rd time imbibition.  
The slope was compared and discussed in the following part. 
 
2) Length Effect on Imbibition Rate 
After the 2nd time imbibition, surfactant was injected into the samples with different length, 
respectively. After dried in oven, a 3rd time imbibition was conducted with these samples.  Then 
the 2nd and 3rd imbibition curves were used to compare the surfactant impact on shale 
imbibition condition.  
 
For the 1st slope, short sample shows a sharp decrease, medium samples decrease a little, and 
long sample almost does not change, as shown in Figure 3-36. However, for the 2nd slope, the 
short, medium and long samples all increase, as shown in Figure 3-37. The variation of these 
slope data was calculated and shown in Table 3-7. The shorter the sample, the more it decreases 
for the 1st slope, but the more it increases for the 2nd slope. 

 
Figure 3-36: 1st slope of samples before and after surfactant treatment 
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Figure 3-37: 2nd slope of samples before and after surfactant treatment 

 
Table 3-7: Comparison of two slopes before and after surfactant treatment 

Sample Change of 1st  slope Change of 2nd slope, 
 % % 

Short - 59.8 31.0 
Medium - 10.6-21.1 27.8 

Long - 0.1 23.4 
 
3) Surfactant Concentration Effect on Imbibition Rate 
After 2nd imbibition was carried out, the short samples were flooded with three concentrations 
of surfactant: 0.1, 0.05, and 0.025 vol%, then dried in oven, and conducted the 3rd time 
imbibition.  
 
After surfactant treatment, the imbibition between the 2nd and 3rd time imbibition are 
compared. The 1st slope is decreasing and 2nd slope is increasing, as shown in Figure 3-38 and 
Figure 3-39. The lower the fluid concentration, the smaller the imbibition rate will decrease for 
the 1st slope, and the more it will increase for the 2nd slope, as shown in Table 3-8. 
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Figure 3-38: 1st slope of samples before and after surfactant treatment 
 

 
Figure 3-39: 2nd slope of samples before and after surfactant treatment 

 
Table 3-8: Comparison of two slopes before and after surfactant treatment 

Concentration Decrease of 1st  slope Increase of 2nd slope 
vol% % % 
0.1 -59.8 28.3 

0.05 -22.9 44.3 
0.025 -19.4 48.4 

 
3.3.5 Conclusions 

1) A comprehensive experimental method is developed to study fluid imbibition with 
cocurrent imbibition method. The result is quantities, compared with other researcher’s 
preparing method; 

2) A comprehensive experimental method is developed to study fluid imbibition with 
cocurrent imbibition method. The result is quantities, compared with other researcher’s 
preparing method; 

3) The imbibition in shale samples has two stages from its liquid intake and time. It was 
very fast at the early stage but slowed at the later stage. The two imbibition rates were 
greatly different from each other; 

4) Surfactant has the function to lower the imbibition rate; 
5) Sample length could impact on the imbibition rate. After surfactant treatment, the 

shorter the sample, the more the imbibition rate decreases at early stage, but the more 
it increases at the later stage; 

6) Surfactant concentration is also an impact factor on the imbibition rate. After surfactant 
treatment, the lower the surfactant concentration, the smaller the slope decreases at 
early stage, and the more it increases at later stage. 
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3.4 Milestone 9 ‐ Polymer Effect on Disproportionate Permeability Reduction to 
Gas and Water 
 
3.4.1 Summary 
We fabricated three shale fracture models with different fracture widths and set up a core 
flooding apparatus to conduct brine/gas-injection experiments before and after polymer 
treatment. A method by which to calculate the residual resistance factor for gas (Frr,gas) was 
defined. The experimental results illustrate that polymer can reduce the permeability to water 
more than to gas. In the first cycle of brine/gas injection after polymer treatment, the residual 
resistance factor for brine (Frr,water) and  Frr,gas exhibited power-law characteristics through their 
shear rate and superficial gas velocity, respectively. The Frr,water and Frr,gas tended to decrease as 
the fracture width grew. Surprisingly, the Frr,gas was less than one in larger fractures in which 
Frr,gas tended to stabilize after polymer treatment, which indicates that polymer treatment does 
not impair gas flow, and may even improve it. The mechanisms responsible for disproportionate 
permeability reduction (DPR) in the fractured shales are proposed in this part. 
 
3.4.2 Introduction 
The great success of shale gas in the U.S. has changed the global energy situation. Shale gas 
production will increase from 9.7 Tcf (trillion cubic feet) in 2012 to 19.8 Tcf in 2040, acting as the 
largest contributor to the increase in the total natural gas production in the U.S. 
Correspondingly, the percentage of shale gas making up the total natural gas production in the 
U.S. will grow from 40% in 2012 to 53% in 2040 [41]. Because a shale matrix has low porosity 
and ultra-low permeability of 10-8-10-4 mD, producing shale gas economically depends primarily 
upon hydraulic stimulation [42-44]. Hydraulic stimulation can generate fractures that connect 
with inborn fissures to create a fracture network, thereby exposing more of the shale matrix to 
stimulate gas production [45-47]. 
 
With the advantage of reducing both costs and formation damage, slickwater fracturing is an 
effective stimulation method applied most widely to improve production performance and 
economics in shale gas reservoirs [48-49]. In 1997, Devon Energy successfully introduced large-
volume slickwater treatments into the Barnett shale, rather than cross-linked fracture 
treatments. Due to the lack of gel solids in the fracturing fluid, longer and more complex 
fractures formed, and no gel residue or filter cake was left to damage the fracture conductivity 
[50]. However, slickwater fracturing provides poor proppant transport and limited stimulated 
reservoir volume due to the low viscosity of the fracturing fluid. To compensate for this 
disadvantage, high pump rates that may exceed 100 bbl/min are usually required to carry 
proppant in the fracturing fluid. A considerable amount of energy loss occurs due to the 
turbulence of the fracturing fluid, and additional pumping pressure is required to achieve the 
desired treatment [51-56]. Therefore, friction reducers serve as one of the primary additives in 
slickwater fracturing fluid to reduce the fluid friction associated with high pump rates. 
 
The most common friction reducers are polyacrylamide based and usually are anionic, cationic 
or nonionic [57-58]. A friction reducer can modify the mean velocity profile in pipelines and 
redistribute the shear in the boundary layer. As a result, the near-wall structure of the turbulent 
boundary layer changes significantly to minimize energy loss via the polymer friction reducer 
interacting with eddies of turbulent flow [59-62]. The friction reducer is loaded into the 
slickwater fracturing fluid at a concentration of 0.25 to 2 gpt (gallon per thousand gallons), 
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thereby reducing the friction in the wellbore by as much as 80% compared with fresh water [60, 
61, 63-66]. The current practice is to use breakers to break the polymer during flowback 
because it is commonly believed that the polymer has a negative effect on gas productivity. 
However, a large volume of friction reducer could still remain in the microfractures in shale 
reservoirs after flowing back if the breakers cannot completely break down the polymers. 
However, no research has been conducted to determine whether polymer can reduce gas 
permeability in fractures if the polymer has not been broken before gas production. Therefore, 
it is of major interest to find a way to evaluate the effect of polymer on water/gas flow behavior 
in the microfractures of shale reservoirs, which hold the majority of the productivity potential of 
shale gas.  
 
We also proposed this research because of the effect of polymers on the permeability of water 
and hydrocarbon. Polymers reduce the permeability to water more than that to oil and gas, 
which is referred to as disproportionate permeability reduction (DPR) [67-70]. Polymer 
treatment has been proven to be a cost-effective technology for reducing water production in 
conventional oil and gas reservoirs. It is expected that this technology will also have great 
potential for controlling water production in shale gas reservoirs. However, shale gas reservoirs 
are quite different from conventional sandstone and carbonate reservoirs in that their flow 
paths are fractures or micro-fractures rather than networked pore spaces and throats. 
Therefore, the results of current DPR research in conventional cores may not apply to shale gas 
without further laboratory research and testing. Recently, the idea of combining DPR with 
hydraulic fracturing or acid treatments to reduce water production after stimulation treatments 
has generated much interest. It could be promising to combine polymer treatment and hydraulic 
fracturing into one process for shale reservoirs that have or could have water production 
problems, especially for those that require refracturing. The objective of the study presented in 
this paper was to test whether a polymer can reduce gas permeability and the extent to which a 
polymer can reduce permeability to water more than to gas in fractured shales. It is expected 
that this research will extend the knowledge of polymer DPR from conventional, unfractured 
rocks to the fractured system. 
 
3.4.3 Experiments 
 
1) Materials 
Cylindrical shale cores with a diameter of 1 inch and a length of 2 inches were used to fabricate 
shale fracture models. As Figure 3-40 depicts, each shale core was cut in half from the center, 
and stainless steel sheets with different thicknesses (Maudlin Products, Kemah, TX) were 
inserted between the two halves to model fractures. The fracture height of all the shale fracture 
models was 0.54 cm, and the fracture widths were 0.002 inches, 0.003 inches and 0.004 inches, 
respectively. 
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Figure 3-40: Shale fracture models used in the experiment 
 
In this experiment, brine was made from sodium chloride (NaCl) and distilled water with a NaCl 
weight percentage of 2%, a density of 1.02 g/cm3 and a viscosity of 1.03 mPa·s. The gas was pure 
nitrogen with a density of 1.36×10-3 g/cm3 and a viscosity of 0.0178 mPa·s at standard 
temperature and pressure conditions. A commercial polyacrylamide-based polymer (SNF, 
Riceboro, GA) was used to prepare a 0.1 wt% polymer solution exhibiting a high molecular 
weight and medium to high anionicity. 
 
2) Experimental Setup 
Figure 3-41 presents the flow chart of the experimental setup composed of a power driving 
system, a core holder, a data measurement system and a data acquisition system. The power 
driving system contained an ISCO 500D syringe pump A (Teledyne Technologies, Thousand Oaks, 
CA) and a compressed nitrogen cylinder for brine and gas injection, respectively. An ISCO 500D 
syringe pump B provided the confining pressure for the core holder. A ProSense pressure sensor 
(AutomationDirect, Cumming, GA) with a range of 0 ~ 100 in H2O or 0 ~ 15 psi was installed in 
the inlet of the core holder to measure the real-time injection pressure. During gas-injection 
experiments, a gas flow meter (OMEGA Engineering, Stamford, CT) with a range of 0 ~ 1000 
Scm3/min was installed in the inlet of the core holder to measure the gas flow rate in real time. 
RHINO power (AutomationDirect, Cumming, GA) and a myPCLab data logger (Novus Automation, 
Porto Alegre, Brazil) were included in the data acquisition system to enable the fluid injection 
pressure and gas flow rate to be displayed and recorded on the computer. The outlet pressure 
of the core holder during the experiments was the atmospheric pressure. 
 

 
Figure 3-41: Diagram of shale fracture model experimental setup 

 
3) Experimental procedure 

Figure 3-42 depicts the experimental sequence during the core flooding experiments, 
which is explained as follows.  

 The shale cores were put into the oven for 12 hours, vacuumed for another 12 hours and 
then saturated with 2 wt% NaCl brine for another 12 hours.  

 Shale fracture models were fabricated and employed in the core holder. The confining 
pressure was set at 400 psi. 

 Nitrogen was injected to displace brine until reaching residual water saturation 
conditions.  
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 Brine was used to displace gas until reaching residual gas saturation conditions, and then 
injected at different flow rates (from lowest to highest) to measure the stable injection 
pressures at residual gas saturation.  

 Polymer solution was injected at a constant flow rate of 0.1 cm3/min for 12 hours. The 
flow of the polymer solution in the matrix was negligible, and the fracture served as its only flow 
path due to the ultra-low permeability of the shale matrix and the large molecular size of the 
polymer.  

 Brine was injected at different flow rates in sequence (from lowest to highest in the first 
cycle, and from highest to lowest in the second cycle) to measure the stable injection pressures 
at residual gas saturation.  

 A new shale fracture model was used to repeat Step  ~ Step .  
 Gas was injected at different flow rates (from highest to lowest) to measure the stable 

injection pressures at residual water saturation.  
 Step  was repeated. 
 Gas was injected at different flow rates in sequence (from lowest to highest in the first 

cycle and from highest to lowest in the second cycle) to measure the stable injection pressures 
at residual water saturation. 

 

 
Figure 3-42: Flow chart of experimental procedure 

 
3.4.4 Methodology 
 
1) Residual resistance factor for brine (Frr,water) 
Newtonian fluid flow through porous media follows Darcy’s law, as follows: 
 

( )w
in out

w

kk AQ P - P
Lµ

=                                                      (3-5) 
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where Q is the water flow rate; k is the absolute permeability; kw is the relative permeability of 
the water phase; μw is the water viscosity; A is the sectional area of the shale fracture model; L is 
the length of the shale fracture model; and Pin and Pout are the inlet pressure and the outlet 
pressure of the core holder, respectively. 
 
The residual resistance factor for brine (Frr,water) refers to the reduction in the permeability of 
the water phase caused by the polymer treatment. It is calculated by dividing the permeability 
of the water phase before the polymer treatment by the permeability of the water phase after 
the polymer treatment at the injection rate. According to Eq. (3-5), the residual resistance factor 
can be computed by dividing the brine-injection pressure drop after the polymer treatment by 
the brine-injection pressure drop before the polymer treatment at the same brine injection rate, 
as follows: 
 

,
b a

rr water
a b Q

k PF
k P

∆
= =

∆
                                                   (3-6) 

 
where Frr,water is the residual resistance factor for brine; kb is the permeability of the water phase 
before the polymer treatment; ka is the permeability of the water phase after the polymer 
treatment; ΔPa is the brine-injection pressure drop after the polymer treatment; and ΔPb is the 
brine-injection pressure drop before the polymer treatment. 
 
During the brine-injection experiments, 12 superficial velocities (Table 3-9) were designed for 
each shale facture model. However, due to the range limit of the pressure sensors, not all brine-
injection pressures were obtained at different superficial velocities. Taking the shale fracture 
model with a fracture width of 0.002 inches as an example, brine-injection pressures were 
recorded at superficial velocities of 0.05 m/s to 1.5 m/s before the polymer treatment. 
According to the experimental procedures and Eq. (3-6), the residual resistance factor for brine 
can be obtained at different water flow rates and corresponding shear rates. 
 

Table 3-9 Water flow rate and shear rate assumed in brine-injection experiments 

Superficial 
velocity 
(m/s) 

Water flow rate (cm3/min) Shear rate (s-1) 
Wf = 
0.002 
inches 

Wf = 
0.003 
inches 

Wf = 
0.004 
inches 

Wf = 
0.002 
inches 

Wf = 
0.003 
inches 

Wf = 
0.004 
inches 

0.05 0.823 1.234 1.646 984.25 656.17 492.13 
0.1 1.646 2.469 3.292 1968.50 1312.34 984.25 
0.15 2.469 3.703 4.938 2952.76 1968.50 1476.38 
0.2 3.292 4.938 6.584 3937.01 2624.67 1968.50 
0.25 4.115 6.172 8.230 4921.26 3280.84 2460.63 
0.3 4.938 7.407 9.876 5905.51 3937.01 2952.76 
0.5 8.230 12.344 16.459 9842.52 6561.68 4921.26 
1 16.459 24.689 32.918 19685.04 13123.36 9842.52 
1.5 24.689 37.033 49.378 29527.56 19685.04 14763.78 
2 32.918 49.378 65.837 39370.08 26246.72 19685.04 
2.5 41.148 61.722 82.296 49212.60 32808.40 24606.30 
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3 49.378 74.066 98.755 59055.12 39370.08 29527.56 
 
 
 
2) Residual resistance factor for gas (Frr,gas) 
The Darcy’s law equation for gas flow through porous media can be expressed as: 
 

2 2

2
gas in out

gsc
g b

kk A P PQ
L Pµ

−
=                                                 (3-7) 

 
where Qgsc is the gas flow rate at the condition of Pb; kgas is the relative permeability of the gas 
phase; μg is the gas viscosity at the condition of Pb; Pb is the base pressure; and Pb = Pout is the 
atmospheric pressure in this case. 
 
According to the definition of a residual resistance factor and Eq. (3-7), the residual resistance 
factor for gas (Frr,gas) was derived as: 
 

2 2 2 2

, [( ) / ( ) ]
gsc

b in out in out
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k P P

− −
= =                (3-8) 

 
During the gas-injection experiments, six superficial velocities (Table 3-10) were designed for 
each shale fracture model. Because compressed nitrogen cylinders are controlled through 
regulators, they cannot be set precisely at a gas flow rate. Therefore, a new approach was 
developed to determine the Frr,gas: 

 Gas flow rates (i.e., Q1 ~ Q6) were calculated at different superficial gas velocities (i.e., V1 
~ V6) in Table 3-10. 

 Two observation points (e.g., Q1a and Q1b) were added for each gas flow rate (e.g., Q1). 
The regulator of the compressed nitrogen cylinder was operated to set gas flow rates as close as 
three observation points (i.e., Q1a, Q1 and Q1b). The stable gas-injection pressures Pin were 
measured and recorded. 

 The binomial equation between (Pin
2-Pout

2)/Pb and Qgsc was fitted based on the data 
collected from the three observation points for each gas flow rate (e.g., Q1). 

 Substituting the gas flow rate (e.g., Q1) allows the corresponding (Pin
2-Pout

2)/Pb to be 
obtained. 

 After the polymer treatment, Step  ~ Step  were repeated to obtain the 
corresponding (Pin

2-Pout
2)/Pb at the gas flow rate (e.g., Q1). 

 Eq. (3-8) was used to obtain the residual resistance factors for gas at different gas flow 
rates and their corresponding superficial velocities. 

 
Table 3-10: Superficial gas velocity and gas flow rate designed in gas-injection experiments. 

Superficial gas 
velocity 
(m/s) 

Gas flow rate (Scm3/min) 
Wf = 0.002 
inch 

Wf = 0.003 
inch 

Wf = 0.004 
inch 

V1 = 5 
Q1a = 57.296 Q1a = 83.444 Q1a = 109.592 
Q1 = 82.296 Q1 = 123.444 Q1 = 164.592 
Q1b = 107.296 Q1b = 163.444 Q1b = 219.592 
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V2 = 10 
Q2a = 139.592 Q2a = 206.888 Q2a = 274.184 
Q2 = 164.592 Q2 = 246.888 Q2 = 329.184 
Q2b = 189.592 Q2b = 286.888 Q2b = 384.184 

V3 = 15 
Q3a = 221.888 Q3a = 330.332 Q3a = 438.776 
Q3 = 246.888 Q3 = 370.332 Q3 = 493.776 
Q3b = 271.888 Q3b = 410.332 Q3b = 548.776 

V4 = 20 
Q4a = 304.184 Q4a = 453.776 Q4a = 603.368 
Q4 = 329.184 Q4 = 493.776 Q4 = 658.368 
Q4b = 354.184 Q4b = 533.776 Q4b = 713.368 

V5 = 25 
Q5a = 386.48 Q5a = 577.22 Q5a = 767.96 
Q5 = 411.48 Q5 = 617.22 Q5 = 822.96 
Q5b = 436.48 Q5b = 657.22 Q5b = 877.96 

V6 = 30 
Q6a = 468.776 Q6a = 700.664 Q6a = 932.552 
Q6 = 493.776 Q6 = 740.664 Q6 = 987.552 
Q6b = 518.776 Q6b = 780.664 Q6b = 1007.552 

 
3.4.5 Results and discussions 
 
1) Effect of polymer on water flow behavior in shale fracture models 
As Figure 3-43, 3-44, and 3-45 illustrate, pressure drops at different water flow rates were 
measured for the three shale fracture models with different fracture widths. 
 
The linear equations between the pressure drop and water flow rate were fitted with good 
agreement for the three shale fracture models. However, the relationship between ΔP and Q 
deviated from the straight line at high water flow rates, which indicates non-Darcy flow due to 
high superficial velocity. 
 

 
Figure 3-43: Relationship between ΔP and Q for shale fracture model with a fracture width 

of 0.002 inches 
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Figure 3-44: Relationship between ΔP and Q for shale fracture model with a fracture width 

of 0.003 inches 
 

 
Figure 3-45: Relationship between ΔP and Q for shale fracture model with a fracture width 

of 0.004 inches 
 
Figure 3-46 presents pressure drops at different water flow rates for three shale fracture models 
in the first cycle of water injection after polymer injection. Compared to the results before the 
polymer treatment, the water injection pressure drop increased due to the effect of polymer in 
the fractures. 
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Figure 3-46: Relationship between ΔP and Q in the first cycle after polymer treatment 

 
According to the pressure drops before and after the polymer treatment, Frr,water was calculated 
at different shear rates, as shown in Figure 3-47, 3-48, and 3-49, respectively. The three Figures 
show similar trends. 
 
In the first cycle after the polymer treatment, the Frr,water decreased as the shear rate increased 
at low flow rates. One reason for this decrease could be that the brine flushed more and more 
polymer out of the shale fracture models as the water flow rate (i.e., shear rate) increased. 
Another reason could be that the polymer coating the fracture surfaces was squeezed more at 
higher flow rates due to its elasticity and deformability. Therefore, the water flow channels 
became larger, and the resistance of the polymer to water flow decreased. Eventually, brine 
could flow primarily through channels formed at the very beginning, and no new channels 
would form even if the flow rate continued to increase. Hence, the Frr,water tends to stabilize at 
high shear rates. 
 
For the same shale fracture model, the Frr,water was smaller in the second cycle than in the first 
cycle at the same shear rate because some polymer was flushed out in the first cycle, and the 
remaining polymer could not be flushed any more. 
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Figure 3-47: Relationship between Frr,water and γ for shale fracture model with a fracture 
width of 0.002 inches 

 

 
Figure 3-48: Relationship between Frr,water and γ for shale fracture model with a fracture 

width of 0.003 inches 
 

 
Figure 3-49: Relationship between Frr,water and γ for shale fracture model with a fracture 

width of 0.004 inches 
 
Figure 3-50 and 3-51 compare the Frr,water with the change in the fracture width on a log-log scale. 
In both the first and second cycles, the relationship between the Frr,water and the shear rate can 
be fitted well using a power-law equation, as follows: 
 

,water
m

rrF αγ=                                                         (3-9) 

 
where α and m are coefficients; and γ is the shear rate, sec-1. 
 
Table 3-11 lists the fitting equations and their correlation factors in the two cycles for the three 
shale fracture models. The agreement was good for all of the equations. 
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Figure 3-50: Comparison of Frr,water at different fracture widths in the first cycle after 

polymer treatment 
 

 
Figure 3-51: Comparison of Frr,water at different fracture widthsin the second cycle after 

polymer treatment 
 
Table 3-11: Fitting equations for residual resistance factor for brine as a function of shear rate 

Fracture width 
(inches) Cycle Fitting equation R2 

0.002 1st cycle Frr,water = 20.228 γ-0.253 0.9756 
2nd cycle Frr,water = 4.805 γ-0.101 0.9407 

0.003 1st cycle Frr,water = 13.619 γ-0.243 0.9804 
2nd cycle Frr,water = 7.881 γ-0.189 0.9643 

0.004 1st cycle Frr,water = 11.252 γ-0.276 0.9711 
2nd cycle Frr,water = 4.810 γ-0.179 0.9333 

 
Figure 3-50 and 3-51 show that the Frr,water was higher in narrower fractures at the same shear 
rate. This finding is reasonable because the thickness of the remaining polymer layer relative to 
a narrow fracture is much greater than that to wide fractures.   
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2) Effect of polymer on gas flow behavior in fractured shale models 
According to the residual resistance factor for gas (Frr,gas), gas-injection pressures Pin were 
recorded at different gas flow rates Qgsc for three shale fracture models with different fracture 
widths. The relationship between (Pin

2-Pout
2)/Pb and Qgsc is plotted in Figure 3-52. As the fracture 

width increased, the gas-injection pressure Pin and (Pin
2-Pout

2)/Pb decreased. This relationship was 
attributed to the reduced gas flow resistance in larger fractures.  
 
Based on the new approach for determining the Frr,gas, the binomial equation (Pin

2-Pout
2)/Pb can 

be fitted well as a function of the gas flow rate Qgsc for each superficial velocity (i.e., V1 ~ V6) in 
Table 3-10. Tables 3-12, 3-13 and 3-14 present the fitting equations for the three shale fracture 
models, respectively. Then, (Pin

2-Pout
2)/Pb before the polymer treatment can be calculated for 

each gas flow rate Qgsc using these fitting equations. 
 

 
Figure 3-52 Relationship between (Pin2-Pout2)/Pb and Qgsc before polymer treatment. 

 
Table 3-12: Fitting equations between (Pin2-Pout2)/Pb and Qgsc before polymer treatment for 

shale fracture model with a fracture width of 0.002 inches.   
(Pin2-Pout2)/Pb =a* Qgsc2  + b* Qgsc + c 

  
Superficial 
gas 
velocity 
 (m/s) 

Flow rate 
 (Scm3/s) 

 
Fitting equations (Pin

2-Pout
2)/Pb 

 
(atm) a b c 

5  1.372 0.001884 0.033133 0.001617       0.0506 
10   2.743 0.001717 0.032763 0.002968        0.1058 
15   4.115 0.002657 0.023973 0.022404         0.1660 
20   5.486 0.001266 0.035750 0.002758         0.2315 
25   6.858 -0.000031 0.052957 0.059869         0.3018 
30   8.230 0.001665 0.029111 0.024398          0.3766 
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Table 3-13: Fitting equations between (Pin2-Pout2)/Pb and Qgsc before polymer treatment for 

shale fracture model with a fracture width of 0.003 inches. 
Superficial 
gas 
velocity 
 (m/s) 

Flow rate 
 (Scm3/s) 

 
Fitting equations (Pin

2-Pout
2)/Pb 

 
(atm) a b c 

5 2.057 0.000097 0.003983 - 0.000372    0.0082 
10 4.115  -0.000998 0.014141 - 0.022133    0.0191 
15 6.172 0.000544 0.000130 0.009440 0.0310 
20 8.230 0.000294 0.002792 0.003738 0.0467 
25 10.287 0.000821 - 0.007424 0.053623 0.0642 
30 12.344 0.000484 - 0.001511 0.027794 0.0829 

 

 
Table 3-14: Fitting equations between (Pin2-Pout2)/Pb and Qgsc before polymer treatment for 

shale fracture model with a fracture width of 0.004 inches. 
Superficial 
gas 
velocity 
 (m/s) 

Flow rate 
 (Scm3/s) 

 
Fitting equations (Pin

2-Pout
2)/Pb 

 
(atm) a b c 

5 2.743 -0.0001367   0.003280  0.000036  0.0080 
10 5.486 0.000521 - 0.002230  0.012684  0.0161 
15 8.230 0.000766 - 0.008348 0.043334   0.0265 
20 10.973 -0.000498  0.016161 0.077386 0.0399 
25 13.716 0.000082 0.003159  0.004145 0.0546 
30 16.459 0.001588  - 0.044756 0.376457  0.0701 

 

 
After the polymer treatment, two cycles of experiments were conducted to measure the gas-
injection pressures Pin at different gas flow rates Qgsc. The gas flow rates were tested from the 
lowest to the highest in the first cycle, and from the highest to the lowest in the second cycle. 
For the two shale fracture models with fracture widths of 0.002 inches and 0.004 inches, a third 
cycle of experiments in which the gas flow rates were tested from the lowest to the highest was 
performed to investigate the gas-injection pressure trends. 
 
The comparison of (Pin

2-Pout
2)/Pb before and after the polymer treatment is plotted in Figure 3-53, 

3-54, and 3-55 for the three shale fracture models.  
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Figure 3-53: Comparison of (Pin2-Pout2)/Pb before polymer treatment and after polymer 

treatment for shale fracture model with a fracture width of 0.002 inches. 
 

 

 
Figure 3-54: Comparison of (Pin2-Pout2)/Pb before polymer treatment and after polymer 

treatment for shale fracture model with a fracture width of 0.003 inches. 
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Figure 3-55: Comparison of (Pin2-Pout2)/Pb before polymer treatment and after polymer 

treatment for shale fracture model with a fracture width of 0.004 inches. 
 
The gas-injection pressure Pin and (Pin

2-Pout
2)/Pb were smaller in the second and third cycles than 

in the first cycle. Furthermore, the data in the second and third cycles overlapped, indicating 
that the remaining polymer tended to be stabilize within the fractures. 
 
Based on the new approach for determining the Frr,gas, the binomial equation (Pin

2-Pout
2)/Pb as a 

function of the gas flow rate Qgsc can be fitted well for each superficial gas velocity (i.e., V1 ~ V6) 
in Table 3-10. As detailed in Tables 3-15, 3-16 and 3-17, (Pin

2-Pout
2)/Pb after polymer treatment 

was calculated for each gas flow rate Qgsc using fitting equations. 
 

Table 3-15: (Pin2-Pout2)/Pb after polymer treatment for shale fracture model with a fracture 
width of 0.002 inches. 

Superficial gas 
velocity (m/s) 

Flow rate 
(Scm3/s) 

(Pin
2-Pout

2)/Pb 
in the first cycle 
(atm) 

(Pin
2-Pout

2)/Pb 
in the second 
cycle 
(atm) 

(Pin
2-Pout

2)/Pb 
in the third cycle 
(atm) 

V1 = 5 Q1 = 1.372 0.1784 0.0654 0.0654 
V2 = 10 Q2 = 2.743 0.2656 0.1377 0.1385 
V3 = 15 Q3 = 4.115 0.2995 0.2176 0.2187 
V4 = 20 Q4 = 5.486 0.3569 0.3050 0.3056 
V5 = 25 Q5 = 6.858 0.4176 0.4005 0.4000 
V6 = 30 Q6 = 8.230 0.5055 0.5016 0.5006 
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Table 3-16: (Pin2-Pout2)/Pb after polymer treatment for shale fracture model with a fracture 
width of 0.003 inches. 

Superficial gas 
velocity (m/s) 

Flow rate 
(Scm3/s) 

(Pin
2-Pout

2)/Pb 
in the first cycle 
(atm) 

(Pin
2-Pout

2)/Pb 
in the second 
cycle 
(atm) 

V1 = 5 Q1 = 2.057 0.0223 0.0072 
V2 = 10 Q2 = 4.115 0.0364 0.0174 
V3 = 15 Q3 = 6.172 0.0496 0.0297 
V4 = 20 Q4 = 8.230 0.0533 0.0447 
V5 = 25 Q5 = 10.287 0.0662 0.0625 
V6 = 30 Q6 = 12.344 0.0836 0.0828 

 
Table 3-17: (Pin2-Pout2)/Pb after polymer treatment for shale fracture model with a fracture 

width of 0.004 inches. 

Superficial 
gas velocity 
(m/s) 

Flow rate 
(Scm3/s) 

(Pin
2-Pout

2)/Pb 
in the first cycle 
(atm) 

(Pin
2-Pout

2)/Pb 
in the second 
cycle 
(atm) 

(Pin
2-Pout

2)/Pb 
in the third cycle 
(atm) 

V1 = 5 Q1 = 2.743 0.0156 0.0039 0.0037 
V2 = 10 Q2 = 5.486 0.0249 0.0092 0.0105 
V3 = 15 Q3 = 8.230 0.0292 0.0179 0.0184 
V4 = 20 Q4 = 10.973 0.0330 0.0274 0.0278 
V5 = 25 Q5 = 13.716 0.0416 0.0382 0.0397 
V6 = 30 Q6 = 16.459 0.0511 0.0508 0.0524 

 
Eq. (4) was used to calculate the Frr,gas at different superficial gas velocities in different cycles 
after the polymer treatment. The relationship between Frr,gas and superficial gas velocity V are 
plotted in Figure 3-56, 3-57, and 3-59 for three shale fracture models, respectively. A similar 
result was found in gas-injection experiments on three shale fracture models. 
 
In the first cycle, the Frr,gas decreased as the superficial gas velocity increased. This phenomenon, 
which was similar to that observed for the Frr,water, occurred because gas gradually flushed more 
and more polymer out of the shale fracture models. In addition, higher superficial gas velocity 
squeezes the polymer coating on the fracture surfaces more, creating larger channels through 
which gas can pass. 
 
For the same shale fracture model, the Frr,gas in the second and third cycles was smaller than that 
in the first cycle at the same superficial gas velocity. The Frr,gas was almost the same in the 
second and third cycles, and did not change much with the superficial velocity. This indicates 
that the distribution of remaining polymer tended to stabilize in the fractures. 
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Figure 3-56: Relationship between Frr,gas and V for shale fracture model with a fracture 

width of 0.002 inches. 
 

 
Figure 3-57: Relationship between Frr,gas and V for shale fracture model with a fracture 

width of 0.003 inches. 
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Figure 3-58: Relationship between Frr,gas and V for shale fracture model with a fracture 

width of 0.004 inches. 
 
Figure 3-59 compares the Frr,gas with the changes in the fracture width on a log-log scale. In the 
first cycle, the relationship between the Frr,gas and the superficial gas velocity were fitted well by 
a power-law equation: 
 

,gas
n

rrF Vβ=                                                    (3-10) 

 
where β and n are coefficients; and V is the superficial gas velocity, m/s. 
 
Table 3-18 lists the fitting equations and their correlation factors for the three shale fracture 
models. The agreement was good for all of the equations. 

 
Figure 3-59: Comparison of Frr,gas at different fracture widths in the first cycle after polymer 

treatment 
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Table 3-18: Fitting equations for Frr,gas as a function of superficial gas velocity. 
Fracture width 
(inches) Fitting equation R2 

0.002 Frr,gas = 8.886 V-0.572 0.9866 
0.003 Frr,gas = 7.175 V-0.588 0.9754 
0.004 Frr,gas = 5.487 V-0.603 0.9654 

 
As Figure 3-59 depicts, the narrower a fracture, at the same superficial gas velocity, the bigger 
the Frr,gas. In the three shale fracture models, the Frr,gas was smaller than the Frr,water. This 
phenomenon indicates that the polymer treatment selectively reduced the permeability to 
water more than to gas. 
 
Another surprising finding is that the Frr,gas was less than one in the two shale fracture models 
with fracture widths of 0.003 inches and 0.004 inches when the Frr,gas tended to stabilize after 
the polymer treatment. This finding indicates that polymer treatment does not impair gas flow 
in larger fractures, and may even improve it. This could be attributed to the double effect that 
polymer treatment may have on gas flow in shale fractures; it may reduce the fracture width, 
leading to a decrease in gas permeability, and also coat the shale surface, which could reduce 
the roughness of the rock surface, resulting in increased gas permeability.  
 
3.4.6 Conclusions 
This study evaluated the effect of polymer on water and gas flow behavior in fractured shale 
rocks. The major conclusions are summarized as follows: 

1) At lower water flow rates, the residual resistance factor for brine (Frr,water) decreased 
as the shear rate increased, and the relationship was fitted well with a power-law 
equation. However, Frr,water tended to stabilize at high water flow rates. In addition, 
Frr,water was smaller in the larger fracture at the same shear rate. 

2) Brine flushed some polymer out in the first cycle after the polymer treatment. 
Therefore, the effect of polymer on water flow behavior weakened, and Frr,water was 
smaller in the second cycle after the polymer treatment. 

3) A new approach was developed to determine the residual resistance factor for gas 
(Frr,gas) in order to evaluate the effect of polymer on gas flow behavior. In the first 
cycle after the polymer treatment, Frr,gas decreased as the superficial gas velocity 
increased, and the relationship was fitted well with a power-law equation. The 
narrower fracture exhibited a larger Frr,gas at the same superficial gas velocity. 

4) The Frr,gas was almost the same in the second and third cycles after the polymer 
treatment, and did not change much with the superficial gas velocity. This means that 
the distribution of the remaining polymer on the face of the fractures tended to 
stabilize. 

5) For the shale fracture models with different fracture widths, the Frr,water was much 
larger than the Frr,gas, which indicates that the polymer resisted water flow more than 
gas flow in the shale fracture models.  

6) The Frr,gas was less than one in the shale fracture models with fracture widths of 0.003 
inches and 0.004 inches when Frr,gas tended to stabilize after the polymer treatment. 
This surprising finding indicates that polymer treatment does not impair gas flow in 
larger fractures, and may even improve it. 
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List of Acronyms and Abbreviations 
EIA = US Energy Information Administration  
Tcf = trillion cubic feet 
GTI = Gas Technology Institute  
µD = micro-Darcy 
nD = nano-Darcy 
XRD = X-ray diffraction 
SEM/FIB = Focused ion beam/scanning electron microscopes 
TOC = Total organic carbon 
USGS = United States Geological Survey  
AP = Ammonium Persulfate 
FR = Friction reducer, FRW-20 
DIW = deionized water 
SF = Surfactant 
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4. Numerical Simulation 
 
Task 8 Description 
The Subcontractor shall simulate the injection of fracturing fluids into tight formations with 
nanoscale pores and the subsequent flowback using numerical models.  The numerical results 
obtained in Task 8 shall be compared to the nanofluidic chip experiments in Task 7 and 
imbibitions and core flooding tests in Task 6 for cross-validation.   
 
Task 8 Summary 
The objective of Task 8 is to develop a multiphase flow numerical model to simulate the invasion 
of hydraulic fracturing fluid into nanopores and the flowback driven by formation pressure.  The 
three milestones associated with Task 8 are: 
 

a) Development of a parallelized, 3D lattice Boltzmann simulator capable of simulating 
multiphase flows (End of Year 1); 

b) Implementation of a transport module in the simulator (End of Year 2); 
c) Implementation of particle to simulate effect of polymer or nanoparticle additives on 

fluid flow (End of Year 3). 
 
We have achieved all the three milestones. Based on a parallelized single-phase flow simulation 
framework, we developed a parallelized multicomponent, multiphase flow simulator. Transport 
of solute is simulated by using a tracer method. Transport of polymers, nanoparticles, or 
nanoemulsions is approximated as a particle-transport-through-porous media problem. A full 
solution is obtained for the case where the porous medium is a simple cubic array of spheres 
and the suspended particles are moved exclusively by hydrodynamics. 
 
In what follows, we will present the developed programs and simulations that are specific to the 
three milestones. 
 
4.1 Milestone 10 ‐ Development of a Parallelized Multiphase Flow Simulator 
Contents under this Milestone are arranged as follow 

• Synthetic Geometry Models 
• Lattice Boltzmann Method for Fluid Flow 
• Parallelization and Parallel Performance 
• Simulation of Single-Phase Flows 
• Simulation of Multiphase Flows 

 
4.1.1 Synthetic geometry models 
Pore-scale simulation requires pore geometry information. We developed several types of 
synthetic geometry models to study the fundamental correlation between porous media 
geometry and flow / transport. Synthetic geometry models are also useful when the actual pore 
geometry is unavailable or difficult to measure.. Flow correlations established for idealized, 
synthetic geometries provide important bounds for understanding the flow behavior in real 
rocks; deviations from idealized behaviors may be used to reflect the structure difference 
between real rocks and synthetic, idealized geometries. 
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Our synthetic two- and three-dimensional geometries all are built from Voronoi diagrams. The 
Voronoi diagram is a well-established mathematical method [1] that, starting from a set of 
randomly-distributed points (Poisson points), divides a two-dimensional or three-dimensional 
domain into many non-overlapping polygons (2D) or polyhedrons (3D). Voronoi diagrams can be 
applied to a wide range of applications, including nearest neighbor inquiries, unstructured mesh 
generation, and connectivity and percolation networks [2]. Many numerical and theoretical 
studies on porous media flow and transport have used Voronoi geometries to approximate pore 
networks [3] or to construct actual pore spaces [4]. Here, we used Figure 4-1 to illustrate our 
procedure of using the edges of a 2D Voronoi diagram to create a fully-percolated pore network. 
 

 
Figure 4-1: Generation of a fully-percolated pore network from a 2D Voronoi diagram.  

A) A set of Poisson points is generated; B) A Voronoi diagram is generated from the Poisson 
points (coordination number = 3); C) Short edges are removed, and the coordination number is 

perturbed; D) The edges of the Voronoi diagram are given a finite width, and a network of 
channels is created.  In this example, all channels have the same width. 

 
The above procedures generate an idealized pore network composed of identically-sized 
channels. In real porous media, the pore structure is very different from a network of channels 
of the same size.  Perturbations to the network can be achieved by 1) using a non-uniform 
distribution of Poisson points; 2) introducing a distribution of channel widths; and 3) randomly 
removing individual grains or clusters of grains to generate large isolated pores known as vugs. 
These perturbations generate better approximations of real porous media (Figure 4-2a and 4-
2b). 
 
Three-dimensional synthetic geometries can be generated in a similar fashion.  Specifically, if 
the edges of three-dimensional Voronoi diagrams are turned into capillary tubes, a porous 
medium consisting of randomly-distributed and interconnected capillary tubes is generated 
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(Figure 4-2d).  Alternatively, if the faces of Voronoi polyhedrons are given a finite width, pore 
space in the form of interconnected fractures is generated (Figure 4-2c).  The tubular geometry 
also can be inverted to create a fibrous network. 
 

 
Figure 4-2: Synthetic porous media geometries for flow simulations.  

 
From left to right: a) Homogeneous synthetic 2D porous media model composed of networks of 
channels; b) Heterogeneous synthetic 2D porous media model composed of channels and vugs; 
c) 3D synthetic porous media model with polyhedron grains surrounded by interconnected 
fractures; d) 3D synthetic porous media model with interconnected tubular (or fibrous) 
structure.  
 
4.1.2 Lattice Boltzmann method for fluid flow 
Unlike finite difference, finite volume, or finite element methods, the lattice Boltzmann method 
solves the Navier-Stokes equation indirectly by simulating the evolution of a simplified fluid 
molecular velocity distribution function on a space-filling cubic lattice. The simplified 
distributions used in this study contain 9 discrete velocities for 2D simulations (D2Q9) and 19 
velocities for 3D simulations (D3Q19). For the D2Q9 model, the discrete velocities are along the 
[00] (stationary), [10] (axial), and [11] (diagonal) directions. For the D3Q19 model, the discrete 
velocities include the [000] (stationary), [100] (axial), and [110] (diagonals on coordinate planes) 
directions. Such a design ensures that the molecules arrive at a lattice node in only one time 
step. 
 
The fraction of molecules traveling in the direction of discrete velocity 𝐜𝑖  is 𝑛𝑖. The fluid density, 
momentum, and stress are the zeroth, first, and second order moments of 𝑛𝑖 over the velocity 
space: 
 

∑ 𝑛𝑖𝑖 = 𝜌 ∑ 𝑛𝑖𝐜𝑖𝑖 = 𝜌𝐮 ∑ 𝑛𝑖𝐜𝑖𝐜𝑖𝑖 = 𝚷      (4-1) 
 
In the lattice Boltzmann method, 𝑛𝑖 is updated by the following equation: 
 
    𝑛𝑖(𝐫 + 𝐜𝑖Δ𝑡, 𝑡 + Δ𝑡) = 𝑛𝑖(𝐫, 𝑡) + Ω𝑖(𝜌,𝐮,𝚷)       (4-2) 
  
where Ω𝑖(𝜌,𝐮,𝚷) models a local molecular collision process that relaxes the non-equilibrium 
part of 𝑛𝑖 toward equilibrium. After collisions take place, according to the evolution equation, 
the post-collision distributions 𝑛𝑖(𝐫, 𝑡) + Ω𝑖(𝜌,𝐮,𝚷) are sent to the lattice node in the direction 
of 𝐜𝑖; this process is called propagation or advection. If propagation causes a population to cross 
a fluid-solid boundary, it is bounced back to the original node. This treatment recovers the no-
slip boundary condition on a solid wall. 
 



150 

In this study, we used the MRT (multi-relaxation-time) collision scheme developed by Lallemand 
and Luo [5] and d'Humières [6]. The static density of the lattice fluid 𝜌0 = 36 and the viscosity 
of the lattice fluid is: 
 
     𝜇 = 𝜌0𝑐𝑠2 �𝜏 −

1
2
�         (4-3) 

 
where 𝑐𝑠2 = 1 3⁄  is the square of the speed of sound of the lattice fluid and 𝜏 is the relaxation 
time (an input parameter) for a single-phase lattice Boltzmann simulator. 
 
4.1.3 Parallelization and parallel performance 
The lattice Boltzmann method is parallelized using MPI (Message-Passing-Interface). The 
computational domain is divided into 2n sub-domains, and each sub-domain is assigned to a 
processor or thread. In every time step, a processor calculates the collision step and then 
propagates the post-collision distributions. Populations that will be propagated to other sub-
domains are stored in a buffer. After a collision-propagation cycle is completed on every 
processor, a communication step is programmed so that populations stored in the buffer reach 
their respective destination sub-domains. 
 

 
Figure 4-3: Geometry used to study parallel performance.  

 
This geometry is made up by periodically arranged spheres of the same size. The domain size is 
3203 Δx3 where Δx is the lattice spacing. The largest system tested is 25603 Δx3. 
 
Parallel performance was tested on RA, the computer cluster on campus, as well as on Titan and 
Mira, the 2nd and 5th largest computer cluster of the world. Titan is located at the Oak Ridge 
National Laboratory and Mira is located at the Argonne National Laboratory. Table 4-1 shows a 
sample result in computational speedup from Mira. This test contains 25603 lattices and about 2 
million spheres. The simulation was carried out for 1,000 steps. It can be observed that the 
program showed nearly perfect parallel efficiency for this highly idealized geometry. Although 
most currently simulations are on the scale of 5003 to 10003 and use 256-1024 Cores, this highly 
efficient parallel framework certainly paves way for future ultra-high-performance-computing 
applications. The parallelized program can use both synthetic geometries and three-dimensional 
images of rocks obtained from computed tomography. 
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Table 4-1: Computational speedup from a test on Mira. 
# of Cores Time (seconds) Speedup Efficiency MLUPS/Core 
16384 1042.81 16384.00 1.00 0.0599 
32768 523.68 32625.65 1.00 0.0596 
65536 266.42 64129.57 0.98 0.0586 
131072 135.41 126175.31 0.96 0.0577 
262144 72.53 235563.20 0.90 0.0538 

 
When multiple fluid components are present, the program first computes the interactive forces 
among the components and then conducts collision and propagation component by component. 
Figure 4-4 shows the flow diagram of the parallelized, multi-fluid framework. 
 

 
Figure 4-4: Flow diagram of parallelized lattice Boltzmann multi-fluid simulator. 

 
4.1.4 Simulation of single-phase flows 
In the chapter for Task 5, we presented a comparison between permeability measured from 
microfluidic experiments and that obtained from the parallelized lattice Boltzmann simulator. 
They agreed very well (Figure 4-5). In addition, we also simulated flows through three types of 
ideal synthetic geometries (granular geometries, tubular geometries, and fibrous geometries, 
c.f. Figure 4-2). The porosity-permeability relations obtained for those geometries also agreed 
well with existing correlations and numerical data (Figure 4-5). 
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Figure 4-5: Porosity-permeability relation of idealized synthetic geometries established 

from single-phase lattice Boltzmann simulations.  
Left: Geometries composed of interconnected tubes and those composed of fractures 
surrounding polyhedron grains; Right: Fibrous geometries. In both Figures, the numerical results 
agree well with existing data / correlations – Kozeny equation and Higdon [30]. 
 
4.1.5 Simulation of multiphase flows 
To test the ability of the simulator to handle multiphase flows, a Shan-Chen two-fluid model was 
implemented [7-8], and some preliminary flow simulations were conducted. The main 
procedures of the Shan-Chen model have been well documented in the literature and therefore 
are not repeated here. We only present the main parameters in the Shan-Chen model that 
controls the fluid properties, fluid-fluid interactions, and fluid-solid interactions in Table 4-2. 
 

Table 4-2: Parameters in the Shan-Chen model and their physical meanings. 
𝜎𝑖𝑗  (𝑖 ≠ 𝑗) Interaction between fluid components i and j 

𝜎𝑖𝑖 Interaction between fluid component i and i (self interaction) 
𝜎𝑖𝑤 Interaction between fluid component i and the solid wall 
𝜌𝑖  Density of fluid component i 
𝜏𝑖 Relaxation parameter for fluid component i (controls viscosity) 
𝑀𝑖 Molecular weight of fluid component i 
𝐠𝑖 Body force applied to fluid component i 

 
Specifically, by adjusting 𝜎𝑖𝑗, 𝜎𝑖𝑖, and 𝜎𝑖𝑤, one can control the interfacial tension between fluid 
components i and j as well as the wetting characteristics of the solid wall with respect to the two 
fluids. Flow may be generated by applying body forces, or by applying pressure or rate boundary 
conditions. Using the developed parallel Shan-Chen lattice Boltzmann method, we simulated 
multiphase flows in 1) a cylindrical pore; 2) serially configured cylindrical pores of different sizes, 
and 3) a complex random porous medium model. These results are presented below. 
 
We first simulated two-phase flows in a cylinder with different wettability. As shown in Figure 4-
6, the cylinder is 240 Δx in length in the y direction and has a diameter of 64 Δx. Because of the 
periodic boundary condition applied in the y direction, it can be viewed as an infinitely long 
cylindrical pore. The density ratio and viscosity ratio are both set to 1, 𝜎11 and 𝜎22 were set to 0, 
𝜎12 and 𝜎21 were set to −1, and the body force was set to 0.0001 in the positive y direction. 
Fluid 1 is initially distributed between y = 0 and y = 120, and fluid 2 between y = 121 and y = 240. 
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To simulate different wettability, two case studies were performed with different 𝜎1𝑤 and 𝜎2𝑤. 
The density distribution of fluid 1 on the plane of z = 31.5 was visualized (warm color). t = 1000 
means that 1000 time steps have elapsed during the simulation. 
 
Figure 4-7 shows the simulation results with fluid 1 being the wetting phase. In the simulation, 
𝜎1𝑤 was set to 0.01 and 𝜎2𝑤 was set to −0.01. Before applying the body force, the two fluids 
were stabilized through inter-particle interactions as shown by the first two frames of t = 0, and 
a curved interface towards fluid 1 forms because fluid 1 is wetting to the solid wall. After the 
system is stabilized, the body force is applied and fluid 1 starts moving. Due to the body force in 
the positive y direction (towards right hand side), the curved surfaces on the ends of fluid 1 are 
deformed, but the contact angle of fluid 1 remains approximately the same at both ends on the 
solid wall.  When fluid 1 continues moving forward, part of it inclines to the solid wall and forms 
a thin moving film on the inner wall surface of the cylinder. 
 
In the simulation shown in Figure 4-8, the wetting condition is reversed by setting 𝜎1𝑤 to 0.01 
and 𝜎2𝑤 to −0.01. Fluid 1 starts moving due to the body force after the system is stabilized. 
Again, the body force does not significantly change the contact angle of fluid 1 at the solid wall. 
While fluid 1 continues to move to the right, its contact area with the solid wall gradually 
decreases. Eventually fluid 1 detached from the solid wall and formed a slug in the middle of the 
cylinder. 
 

 
Figure 4-6: A cylindrical pore 

 
t = 0      t = 0 

  
t = 500      t = 1000 

  
t =1500      t = 2000 
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t =2500      t = 3000 

  
t =3500      t = 4000 

  
t =4500      t = 5000 

  
 

Figure 4-7: Wetting phase (red) displacing non-wetting phase (blue) in a cylindrical pore. 
 

t = 0      t = 0 

   
t = 500      t = 1,000 

  
t =1,500     t = 2,000 

  
t =2,500     t = 3,000 

  
t =3,500     t = 4,000 

  
t =4,500     t = 5,000 

  
Figure 4-8: Non-wetting phase (red) displacing wetting phase (blue) in a cylinder 
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We then simulated two-phase flows in cylindrical pores of different sizes arranged in serial for 
different wettability conditions. The serially configured cylindrical pores are made up by a 
cylinder with a diameter of 64 Δx between y = 80 and y = 160, and two cylinders with a diameter 
of 32 Δx at the two sides, as shown in Figure 4-9. The total length is 240 Δx. Again, due to the 
periodic boundary conditions this configuration corresponds to an infinitely long series of pore 
bodies and pore throats. All the simulation parameters are the same as those used to simulate 
two-phase flows in a single cylinder. The density distribution of fluid 1 on the plane of z = 31.5 is 
visualized. 
 

 
Figure 4-9: Serial cylinder (pore body and pore throat) 

 
Fluid 1 is treated as the wetting phase in the simulation shown in Figure 4-10. When fluid 1 
approaches the smaller cylinder at t = 3000, the interface at the right hand side deforms 
towards the smaller cylinder. Although initially the deformation seems to be significant at the 
joint of cylinders, eventually fluid 1 occupies the entire corner at the joint due to its wettability 
to the solid relative to fluid 2. At the corner, the fluid-solid interaction force (attractive) is more 
intensive, because a fluid lattice site is surrounded by more solid lattice sites. Fluid 1 continues 
moving into the smaller cylinder with a flat interface at t=4500 and 5000. The flat interface is a 
result of the competition between the body force and the capillary force caused by the smaller 
cylinder. 
 
The simulation with fluid 1 being the non-wetting phase and fluid 2 being the wetting phase is 
shown in Figure 4-11. Different from the previous case, fluid 1 as it moves to the joint between 
the small and the large cylinders cannot displace fluid 2 out of the corner. In this case, the 
interaction force exerted on fluid 1 by solid is repulsive. During the same simulation time, it is 
observed that fluid 1 has a deeper penetration into the smaller cylinder because fluid 1 bypasses 
the corner. 
 
We then used the two-phase program to simulate two-phase flows in a fractured porous media 
geometry model. The porous section is 200×200×200 Δx3 in size, and it is placed in a 
400×200×200Δx3 domain, as shown in Figure 4-11. The extra space is used as a reservoir for the 
displacing fluid (fluid 1). The boundary conditions are periodic. That density ratio is set to 0.8:1 
and viscosity ratio is set to 1.7:1 (fluid 1 vs. fluid 2). The density distribution of fluid 1 on the 
plane of z = 99.5 is visualized.  
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t = 0      t = 0 

  
t = 500      t = 1,000 

  
t =1,500     t = 2,000 

  
t =2,500     t = 3,000 

  
t =3,500     t = 4,000 

  
t =4,500     t = 5,000 

  
Figure 4-10: Wetting phase (red) and non-wetting phase (blue) movements in serially 

arranged cylindrical pores of different sizes 
 

t = 0      t = 0 

  
t = 500      t = 1,000 

  
t =1,500     t = 2,000 

  
t =3,500     t = 4,000 
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t =3,500     t = 4,000 

  
t =4,500     t = 5,000 

  
Figure 4-11: Non-wetting phase movement in serially arranged cylindrical pores 

 

 
Figure 4-12: A fractured stochastic porous geometry model 

 
For the fractured stochastic geometry, two different wettability conditions are simulated, as 
shown in Figure 4-13 and Figure 4-14, respectively. The difference starts becoming obvious at t = 
5000: the wetting fluid 1 fills matrix and occupies the entire volume of the fractures, whereas 
the non-wetting fluid 1 flows only in the fractures and does not fill the entire volume of the 
fractures. This difference becomes more significant after t = 15000: the wetting fluid 1 has 
entered half of the matrix (on this plane), but the non-wetting fluid 1 just starts to invade the 
matrix (on this plane). Another difference is seen in the head space, the reservoir for the 
displacing fluid (fluid 1). The wetting fluid 1 encloses a bubble of fluid 2 at the boundary of right 
hand side. This location is near the matrix; the rapid invasion of fluid 1 into the fractures seems 
to have blocked the movement of fluid 2, making it difficult to leave the location. Fluid 2 in this 
region pushed by the invading wetting fluid 1 needs an exit, and thus a bubble is formed in the 
head space. Although moving into the head space is against the direction of the body force, it is 
still favorable with its zero capillary penalties. At t = 15000, fluid 1 starts to break through the 
geometry in both simulations. At t = 25000, after breakthrough, the wetting fluid 1 is still 
attached to the outer solid surface of the geometry, and the non-wetting fluid 1 forms a bubble 
that continues to move downstream. At the end of simulation (t = 25000), the wetting fluid 1 
fills most of the matrix, whereas the non-wetting fluid 1 just fills a small portion. Due to the 
difficulties to perform volume rendering over a very big data set generated from these 
distributed-memory parallel simulations, visual analysis for two-phase flows in this complex 
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geometry is limited to a two-dimensional slice of the three-dimensional data. Additional efforts 
will be needed to characterize the three-dimensional movements of the phases, and this will be 
useful for the extraction of useful information such as dynamic capillary pressure and relative 
permeability. 
 

t = 0      

  
t = 2,500     t = 5,000 

  
t =7,500     t = 10,000 

  
t = 12,500     t = 15,000 

  
t = 17,500     t = 20,000 

  
t = 22,500     t = 25,000 

  
Figure 4-13: Wetting phase movement through a fractured stochastic porous medium 

geometry. 
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t = 0  

 
t = 2,500     t = 5,000 

  
t =7,500     t = 10,000 

  
t = 12,500     t = 15,000 

  
t = 17,500     t = 20,000 

  
t = 22,500     t = 25,000 

  
Figure 4-14: Non-wetting phase movements through a fractured stochastic porous medium 

geometry. 
 
4.2 Milestone 11 ‐ Direct Simulation of Solute Transport 
Contents under this Milestone are arranged as follow 

• Direct Solution of the Transport Equation and Tortuosity (2D) 
• Tracer-Based Transport Simulations (3D) 
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4.2.1 Direct solution of the transport equation and tortuosity (2d) 

One approach to obtain the dispersion of solute in porous media is to directly solve the 
advection-diffusion equation. In the absence of flow, the advection-diffusion equation is 
reduced to a diffusion equation, the solution of which yields the tortuosity of porous media. To 
supplement and verify tracer-based simulations and to test the effect of complex geometry, we 
applied a link-type two-relaxation time (LTRT) lattice Boltzmann method [9-10] to two-
dimensional random porous media models and characterized the tortuosity. Because these 
models are also being used for the microfluidic and nanofluidic studies, this study also provided 
data that are useful for the experiments. 
 
First, we generated two-dimensional porous media geometries that are homogeneous and 
heterogeneous (Figure 4-15). These geometries cover a range of porosities from 0.2 to 0.6. 
Then, the diffusion equation in the pore space is solved using the LTRT lattice Boltzmann 
method. The fluxes through the porous media models (from left to right, driven by a constant 
concentration difference) were used to obtain the tortuosity of the media. The characterized 
tortuosity, presented as a function of porosity, is in good agreement with some of the available 
empirical formulas for tortuosity (Figure 4-16). In addition, we found that the presence of large 
and isolated pores increased the tortuosity relative to the case without pores at the same 
porosity, which may be observed in Figure 4-15. The difference, however, is not very significant. 
Based on these results, the geometries used in the microfluidic and nanofluidic porous media 
analogs should have a tortuosity of about two. 
 
In conclusion, we have developed tracer-based solution and LTRT lattice Boltzmann solution of 
the advection-diffusion equation of solutes. In the next year, we will implement the method(s) 
to three-dimensional porous media geometry models and systematically study tortuosity and 
dispersion. Comparison between the tracer method and the LTRT lattice Boltzmann method will 
also allow us to assess the accuracy and performance of the two approaches. While the LTRT 
method is generally regarded as more accurate, tracer method has better potential to be 
extended to systems with multiple solutes. The development of the particle transport module in 
the third year is going to be a natural extension of the tracer method. More specifically, a finite 
size will be assigned to the tracers. Among the tracers and between the tracers and the pore 
wall, colloidal force models (charge, van der Waals, etc.) will be implemented to simulate non-
hydrodynamic interactions. 
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Figure 4-15: Geometry models used for tortuosity calculation.  

Left: a homogeneous network made up entirely by channels of the same size; right: a 
heterogeneous network made up by channels and large pores. These geometries are currently 

being used in the microfluidic and nanofluidic porous media experimental models. 
 

 
Figure 4-16: Porosity-tortuosity relations for two-dimensional porous media geometry 

models presented in Figure 4-3.  
Left: comparison between the tortuosity of homo-geneous geometries (lines with error bars) 

and selected empirical formulas; right: tortuosity of homogeneous geometries (black symbols) 
and heterogeneous geometries (other colors). Eqn. (31) refers to τ = �0.75ϕ−1.1 and γp stands 

for the fraction of porosity in the channels in the total porosity. 
 

4.2.2 Tracer-based simulation of solute transport in porous media (3D) 
Pore-scale simulation of solute transport can be achieved by either direct solution of the 
advection-diffusion equation or using a tracer-based method. In a tracer-based method, the 
position of tracer is updated by the following equation that combines advection with the 
Brownian motion 
 

𝐫𝑗(𝑡 + Δ𝑡) = 𝐫𝑗(𝑡) + 𝐮Δ𝑡 + 𝛏√6𝐷Δ𝑡       (4-4) 
 
where rj is the location of tracer j, u is the fluid velocity, D is the diffusivity of the solute, and ξ is 
a unit vector with a random orientation. By adjusting the magnitude of the diffusivity D relative 
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to the characteristic flow velocity, transport processes with different Peclet numbers can be 
simulated. This method has been widely used to simulate heat / mass transport in porous media 
[11-12] and in suspensions of particles [13-14].  For mass transfer simulations, the collisions 
between tracers and the pore-wall are modeled as specular reflections (Figure 4-170, also 
Szymczak and Ladd [15] to simulate a no-flux boundary. In Year 2, we implemented the tracer 
method into Susp3D, the particulate flow simulator mentioned previously. Assemblies of 
spherical particles were used to form porous media. In Year 3, we continued the developments 
and have successfully extended the method to arbitrary porous media geometries and 
completed parallelization. 
 

 
Figure 4-17: A schematic of the tracer method showing the advection-diffusion process of 

tracers and implementation of specular reflection on a pore wall. 
 
Figure 4-18 shows the ballistic motion of a tracer in a porous medium made up by loosely 
configured angular grains. In this demonstration, the tracer moves along a straight path until it 
hits the surface of a grain. Then, based on the incident angle, the tracer is specularly reflected 
into the pore space, and continues to travel until it hits the surface of another grain. This 
collision detection algorithm ensures that tracers are always properly reflected from the solid 
boundary and remain in the fluid phase. 
 
Pore-scale direct simulation of transport using tracer method is computationally expensive and 
requires parallelization to tackle problems of a meaningful size. Using a domain-decomposition 
method, we parallelized the transport simulator. Specifically, the computational domain (the 
porous medium) is sub-divided based on the number of processors. Each processor stores the 
velocity field of the sub-domain and the tracers that are currently within the sub-domain. 
Calculation of tracer movement is strictly local; when tracers move out of the sub-domain, 
through communication, neighbor processors will take over. The parallel efficiency of the tracer 
code was tested on the super computers at the Oak Ridge National Laboratory and at the 
Argonne National Laboratory. For a test case with 1.3 billion tracers distributed in a 12803 
computational domain, using 4,096 processors the program can achieve a 90% parallel 
efficiency on both super computers. 
 
To validate the tracer program, we simulated advection-diffusion in a simple cubic array of 
spheres. The spheres are touching, leading to a porosity of about 48%.. Advection-diffusion in 
porous media is usually characterized by the Peclet number Pe = 𝑢𝑓𝑑 𝐷𝑚⁄ . Here, d is a length 



163 

scale; for sphere packing it is usually taken as the diameter of the sphere. 𝐷𝑚 is the molecular 
diffusivity. Our simulation results were compared against the classical experimental data of 
Gunn and Pryce [16], in which the solute was argon and the advecting fluid is air in close 
packings of glass spheres, as well as the theoretical solution of Koch et al. [17] and the 
simulation of Salles et al. [11]. Our simulations show very good agreement with these previous 
results at lower Peclet numbers (Figure 4-19), but are greater than these results by a factor of 2 
at higher Peclet numbers. In the advection part of the tracer equation, we directly applied the 
local fluid velocity from the lattice Boltzmann simulation. If interpolation is used to obtain the 
advection velocity, the accuracy of the simulation should be improved, and this improvement is 
currently being developed. 
 
Using the tracer method, we characterized the tortuosity of a few idealized porous media 
geometry models. These geometry models include 1) homogeneous models made up by 
randomly intersecting fractures of a uniform aperture; 2) homogeneous models made up by 
randomly connected capillary tubes of the same diameter; 3) homogeneous models made up by 
randomly connected solid fibers. Geometries in 1) are made up by angular grains and will 
therefore be termed as “granular”; geometries in 3) are the inversion of those in 2) and usually 
have very high porosities. Examples of 1) and 2) are given in Figure 4-20. The tortuosity of these 
geometry models is characterized as a function of their respective porosity, and is presented in 
Figure 4-21. It is seen that tubular geometries have a higher tortuosity than granular geometries 
of the same porosity. 
 

 
Figure 4-18: Ballistic motion of a tracer in a porous medium made up by loosely configured 

angular grains showing reflections from the grain surfaces. 
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Figure 4-19: Dispersion coefficient in the direction of mean flow normalized by the 

molecular diffusion, presented as a function of the Peclet number. 
 

 
Figure 4-20: A homogeneous “granular” geometry with angular grains separated by 

fractures of the same aperture (left) and a homogeneous “tubular” geometry made up by 
randomly connected capillary tubes of the same diameter. 
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Figure 4-21: Tortuosity of granular, tubular, and fibrous geometry models as a function of 

porosity. 
 
4.3 Milestone 12 ‐ Simulation of Particle Transport in Porous Media 
Properties of fracturing fluids can be significantly modified by polymers, nanoparticles, and 
emulsifiers [18-19]. Because the characteristic pore size in the matrix of an unconventional 
reservoir is in the nanometer range, only nanoparticles, polymers, and nano-emulsion are 
potentially capable of entering the pores inside the matrix of an unconventional reservoir. The 
distance of penetration depends on the chemical interaction between these “particulates” with 
the matrix as well as the hydrodynamics. Penetration and retention of these “particulates” in 
the tight matrix will lead to blockage of nanopores that hinders matrix-fracture flow. It is our 
objective to develop a pore-scale simulator that is able to study this process. 
 
Susp3D is a particulate flow simulator that uses the lattice Boltzmann method to solve the fluid 
motion and the Newton’s law to dynamically update the positions and velocities of spherical 
particles [20-21]. Using this simulator, a process to simulate particulate transport through a 
porous medium is established as follow: 
 
• Porous medium model is generated by using sedimentation of particles (Figure 4-22). After 

these particles full settle, their spatial locations are fixed.  
• Smaller particles are then introduced into the interstitial space of the porous medium 

formed by the large particles. These smaller particles are used to approximate 
nanoparticles, nanoemulsions, or polymers of interest. The size of these smaller particles 
can vary between 1/10 and 1/3 of the size of the large particles making up the porous 
medium (Figure 4-23). This is the primary range of interest, as particles that are larger will 
probably be blocked on the surface of the porous medium and never enter the interstitial 
space, and smaller particles can be usually treated as points and be simulated using the 
simulator developed for Milestone 2. 
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In the simulations that have been conducted so far, we did not consider the colloidal interaction 
between the mobile particles and those making up the porous medium. We also did not 
consider the Brownian motion of the particles. The transport and retention are therefore 
entirely controlled by hydrodynamics and mechanical filtration caused by the mismatch 
between mobile particle size and the pore throat size. 
 

 
Figure 4-22: Using Susp3D to simulate sedimentation of particles to create a porous 

medium.  
 
The numbers along the axis represent the number of grids used in the sedimentation simulation. 
 

 
Figure 4-23: The spatial locations of the large particles are fixed.  

 
Smaller, neutrally buoyant particles are then introduced into the pore space. A highly resolved 
simulation is then carried out to characterize the velocity and dispersion of the smaller particles. 
These simulations are computationally expensive, because we need a fine grid resolution to 
resolve fluid flow around the smallest mobile particles. In order to establish a comprehensive 
data set in the shortest time possible, we simplified the set up significantly: the porous medium 
of interest is represented by a single large sphere fixed at the center of a cubic domain (Figure 4-
24). As the domain is periodic in all three directions, the porous medium is effectively a cubic 
array of spheres of identical size. In these simulations, a uniform body force (e.g. gravity) is 
applied to the fluid. Under the influence of the body force, the initially stationary fluid as well as 
the suspended particles begin to accelerate till the body force is balanced by the drag coming 
from the large stationary sphere. We have varied the following parameters: 1) the size of the 
fixed sphere relative to the size of the computational domain, which controls the porosity of the 
porous medium; 2) the size of the fixed sphere relative to that of the mobile spheres; 3) the 
concentration of the mobile spheres in the pore space. The simulation parameters are listed in 
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Table 4-3. For every combination of the above parameters, five simulations with different initial 
mobile particle configurations were conducted to assess the effect of initial condition. 
 

 
Figure 4-24: A large sphere placed in the center of a cubic domain with periodic boundaries 

is one of the simplest models of a porous medium.  
 
The numbers along the axis represent the grid resolution. In this simulation, the smaller 
particles’ diameter is 12% of the diameter of the large particle.  The smaller particles are not 
shown. Their locations and velocities, instead, are indicated by the red lines.  
 
Through the simulations, we characterized the average velocity of the mobile particles relative 
to that of the pore fluid, which is going to be useful for the establishment of a transport law. 
When a suspension of non-colloidal particles is forced through a porous medium, it is known 
that the averaged velocity of the suspended particles is higher than that of the pore fluid, 
because suspended particles, due to their finite size, cannot sample the low velocity region near 
the solid surface of the porous medium. Here, we define the superficial velocity of the fluid as 
 
     𝑢𝑠𝑓 = 𝜀(1 − 𝜙)𝑢𝑓        (4-5) 
 
where 𝜀 is the porosity of the cubic array, 𝜙 is the volume fraction of the mobile particle in the 
pore space, and 𝑢𝑓 is the average velocity of the fluid. Similarly, we define the superficial 
velocity of the mobile particles as 
 
     𝑢𝑠𝑝 = 𝜀𝜙𝑢𝑝          (4-6) 
 
where 𝑢𝑝  is the average velocity of the mobile particles. From the simulations, we can 
determine 𝑢𝑓 and 𝑢𝑝 directly. The term 𝑢𝑓 − 𝑢𝑝 is called the slip velocity; it is a term of primary 
interest for the modeling of particle transport in porous media. We will present the 
dimensionless form of the slip velocity as a function of the simulation parameters. 
 



168 

     Δ𝑢∗ = 𝑢𝑝−𝑢𝑓
𝑢𝑠𝑓+𝑢𝑠𝑝

          (4-7) 

 
Table 4-3: List of simulations to characterize  

1) the effect of porosity; 2) the effect of the size of the mobile spheres relative to that of the 
fixed sphere; 3) the effect of mobile sphere concentration. The density of the mobile particle is 
the same as that of the fluid. 
Simulation series System porosity 𝜀 

(cubic array of 
spheres) 

Diameter 
ratio 
𝑑m 𝑑f⁄   

Concentration of 
mobile particles 𝜙 
(% volume) 

#1 – Effect of mobile particle 
(slurry) concentration 

0.732 0.12 ~0.04 
0.732 0.12 ~0.08 
0.732 0.12 ~0.17 
0.732 0.12 ~0.25 
0.732 0.12 ~0.34 

#2 – Effect of mobile-to-fixed 
particle diameter ratio 

0.732 0.12 ~0.17 
0.732 0.133 ~0.16 
0.732 0.15 ~0.16 
0.732 0.171 ~0.15 
0.732 0.20 ~0.15 

#3 – Effect of system porosity 0.732 0.12 ~0.17 
0.805 0.133 ~0.17 
0.863 0.15 ~0.18 
0.908 0.171 ~0.19 
0.942 0.20 ~0.20 

 

 
Figure 4-25: Dimensionless slip velocity ∆𝑢∗ obtained from simulation series #1 (vertical 

axis) as a function of mobile particle solid fraction 𝜙 (horizontal axis). 
 
Figure 4-25 shows the variation of the dimensionless slip Δ𝑢∗ with the mobile particle solid 
fraction 𝜙 when the mobile-to-fixed particle diameter ratio 𝑑m 𝑑f⁄  and the system porosity 𝜀 are 
held fixed. Interestingly, Δ𝑢∗ did not show a strong and systematic dependence on the slurry 
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solid fraction 𝜙. This suggests that the slip velocity may be only a function of the pore geometry 
and 𝑑m 𝑑f⁄  that determine the volume of the low speed region where the mobile particle is 
excluded. 
 

 
Figure 4-26: Dimensionless slip Δ𝑢∗ (vertical axis) as a function of 𝑑m 𝑑f⁄  (horizontal axis) 

for nearly fixed 𝜙 (series #2, the blue circles). Then, porosity 𝜀 is varied to examine the 
effect of porosity at the same 𝜙 and 𝑑m 𝑑f⁄  (series #3, the red symbols). 

 
Figure 4-26 shows that Δ𝑢∗ increases as 𝑑m 𝑑f⁄  is increased. This may be interpreted as when 
𝑑m 𝑑f⁄  increase, the mobile particles cannot access the low speed region, which is defined by 
curvature related to the length scale 𝑑f, as easily as when 𝑑m 𝑑f⁄  is small. Another observation is 
that as 𝜀 approaches unity Δ𝑢∗ approaches zero, a physically sound limiting behavior. 
 
These numerical results are relatively simple but they show both qualitatively and 
quantitatively, the influence of porous medium, hydrodynamics, and particle size on mobile 
particle transport through porous media. They indicate that nanoparticles, nanoemulsions, or 
polymers, when they move into pores that are not so much larger than their own dimension, 
may be subjected to strong acceleration (relative to the carrying fluid) and size-dependent 
fractionation. With these results serving as a base and with the developed simulator, we will 
continue to implement relevant physics and chemistry and study these phenomena, especially 
with Brownian motions and colloidal forces. 
 
Analytical and Numerical Solutions for Slip Flows in Simple Geometries 
In addition to the three Milestones that were presented in the original proposal, we also studied 
the extension of the lattice Boltzmann simulation to gas flow in nanopores. Gas flow in tight gas 
sand and shale is generally considered to be heavily influenced by non-continnum effects. As the 
pore size d approaches the mean free path λ of gas molecules, a Knudsen number may be 
defined [22] 
 
      Kn = 𝜆

𝑑
         (4-8) 
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If we assume that the natural gas is mostly made up by methane molecules, calculations 
typically indicate that natural gas flows through nanosize pores at reservoir pressure and 
temperature are predominately in the slip flow regime, where the bulk flow still obeys the 
Navier-Stokes equation, and the no-slip boundary condition on the pore wall in the continuum 
(Kn = 0) limit is replaced by the slip boundary condition 
 
      𝑈𝑠 = 𝜆𝑠

𝜕𝑢
𝜕𝑛

        (4-9) 
 
where Us is the velocity of the gas at the pore wall, 𝜕𝑢 𝜕𝑛⁄  stands for the velocity gradient on 
the pore wall, and λs is the slip length that may be calculated based on the Maxwell model 
 
      𝜆𝑠 = 2−𝜎

𝜎
𝜆       (4-10) 

 
Here, σ is the tangential momentum accommodation coefficient (TMAC) that takes a value of 
one if the surface is diffusive and a value of zero if the surface is reflective. True material 
surfaces generally have TMAC close to one. 
 
Microscopic velocity slip near the wall leads to enhanced gas flow rate when compared to flow 
without slip. In a porous medium, this leads to a gas permeability that decreases with increasing 
pressure (decreasing mean free path) that is well known [23]. Direct simulation of the slip flow 
and upscaling to obtain the apparent gas permeability, however, is limited to straight tubes, 
fractures, or random assemblies of cubes. Few studies were conducted on random porous 
media geometries. 
 

 
Figure 4-27: Estimates of the Knudsen number at various pressures for four given pore 

sizes.  
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The gas is methane with a molecular collision diameter of 0.4 nm. The calculations assume a 
temperature of 350°K. It is observed that when the dominating pore size is about 10 nm, which 
is indicated by many petrophysical studies of shales [24-26], the distribution of the Knudsen 
number should largely be in the slip flow regime (highlighted by the red circle). 
 
Effect of slip in fracture, cylinder, and channels with square cross-sections can be derived 
analytically. For a two-dimensional fracture, the analytical solution predicts that the Klinkenberg 
coefficient b in the Klinkenberg law 
 
     𝑘𝑎𝑝𝑝 = 𝑘 �1 + 𝑏

𝑃
�       (4-11) 

 
should be 
 

     𝑏 = 2−𝜎
𝜎

3√2𝑘𝐵𝑇
𝜋𝛿2𝐻

        (4-12) 
 
where kB is the Boltzmann constant, T is the temperature, δ is the collision diameter of the 
molecule, and H is the fracture gap width. For a cylinder, the Klinkenberg coefficient b is given 
by 
 

     𝑏 = 2−𝜎
𝜎

2√2𝑘𝐵𝑇
𝜋𝛿2𝑅

        (4-13) 
 
where R is the radius of the cylinder. Finally, for a channel with a rectangular cross section, the 
expression for the permeability in the no-slip limit is 
 

   𝑘 = 𝐿𝑦2

12
�1 − ∑ 192𝐿𝑦

(𝑛𝜋)5𝐿𝑧
𝑡𝑎𝑛ℎ �𝑛𝜋𝐿𝑧

2𝐿𝑦
�∞

𝑛=1,3,5… �         (4-14) 

 
and the expression for the permeability in the presence of slip is 
 

 𝑘𝑎𝑝𝑝 = 𝐿𝑦2
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5
𝑖=1       (4-15) 

 
In the last two equations, Ly and Lz are the dimensions of the channel in the y and z directions, 
respectively, and 𝐴 = 𝐿𝑦𝐿𝑧 is the cross-sectional area of the channel. The eigenvalues 𝐾𝑖∗ is the 
i-th solution of the transcendental equation 
 
     tan𝐾𝑖∗ = 2𝜎

2−𝜎
1

𝜆𝐿𝑦𝐾𝑖
∗        (4-16) 

 
The solution for the velocity profile in a two-dimensional fracture is plotted in Figure 4-28. The 
solution for the velocity profile in a rectangular channel is plotted in Figure 4-29. The size of the 
rectangular channel is 100nm (height) by 5 µm (width), identical to the dimension of the 
nanofluidic channel used in the experiments. 
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Figure 4-28: Effect of slip on the velocity profile in a 2D Fracture – Analytical solution. 

 

 
Figure 4-29: Velocity profile of no-slip flow (top) and slip flow (bottom) in a nanofluidic 

channel (100 nm x 5 µm). The following values were used: µ = 1.12 × 10-5 Pa∙s, λ = 53 nm, σ 
= 1, 𝜕𝑝 𝜕𝑥⁄  = 0.01 Pa/m. 

 
In addition to the above analytical solutions, in the last year of the project, we developed a 
lattice Boltzmann method for slip flows that is applicable to arbitrary geometries. Using the 
method, we characterized gas permeability in simple cubic (SC), face-centered cubic (FCC), and 
body-centered-cubic (BCC) arrays of spheres. Developing this numerical capability to simulate 
slip flows in nanopores would allow direct comparison with laboratory measurements of the 
apparent permeability of cores and the Klinkenberg coefficient, as well as nanofluidic 
experiments. The new lattice Boltzmann method and the results of slip flow simulations are 
presented below. 
 
The mathematical development of the slip boundary condition follows the established 
procedures in Ladd and Verberg [20], which cover the usual no-slip boundary condition, and 
those in Yin et al. [27], which covers the special tangential-stress-free boundary condition at a 
gas-liquid interface. The Maxwell slip boundary condition presented at the beginning of this 
section is between the limiting cases of no-slip and full-slip (tangential-stress-free). It is a 
bounce-back scheme applicable to arbitrarily complex geometries. In the lattice Boltzmann 
method, fluid populations carrying mass and momentum are propagated on a space-filling 
square (2D) or cubic (3D) lattice. After the propagation, all the populations that reside on a 
single lattice undergo a collision process that simulates the viscous relaxation of the non-
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equilibrium fluid velocity distribution, following the gas kinetic theory principles. The evolution 
of the fluid molecular velocity distribution therefore obeys a discretized Boltzmann equation, 
and the evolution of the moments of the distribution, in the limit of small Mach number, is 
described by the Navier-Stokes equation. When a fluid population is propagated toward a fluid-
solid interface, as illustrated by Figure 4-30, they must be modified based on the boundary 
condition, and returned to the original fluid node. If the boundary condition is a no-slip one, the 
modification to the returning population is proportional to the local relative velocity between 
the fluid and the solid [20]. If the boundary condition is the Maxwell slip, we derived the 
modification as 
 

𝑛𝑖′ − 𝑛𝑖 = −2𝑎𝑐𝑖
𝑐𝑠2

�𝜌(𝐜𝑖 ∙ 𝐧)(𝐧 ∙ 𝐮𝑏) + �1 + 1
2𝜆

𝜎
2−𝜎

(𝐜𝑖 ∙ 𝐧)� [𝜌𝐜𝑖 ∙ (𝐈 − 𝐧𝐧) ∙ 𝐮]� − 𝑎𝑐𝑖
2𝑐𝑠4

𝐜𝑖 ∙
(𝐈 − 𝐧𝐧) ∙ (𝚷neq,∗ − 𝚷neq) ∙ (𝐈 − 𝐧𝐧) ∙ 𝐜𝑖          (4-17) 
 
where 𝜌 is the fluid density, 𝐮 is the fluid velocity vector, 𝚷neq,∗ and 𝚷neq are the post- and pre-
viscous-relaxation fluid stress tensor. I is the identity matrix, n is the surface normal, and 𝐮𝑏 is 
the velocity vector of the solid. 𝐜𝑖, 𝑐𝑠, and 𝑎𝑐𝑖  are the lattice velocity, the lattice speed of sound, 
and the lattice velocity weighting factor. They follow their usual lattice Boltzmann definitions 
(see Ladd and Verberg, 2001). 

 
Figure 4-30: Illustration of bounce-back schemes in the lattice Boltzmann method.  

 
When a fluid population (marked by a number) is propagated toward an interface, it will be 
modified based on the boundary condition and returned to the opposite direction (marked by ‘). 
 
To validate the new lattice Boltzmann bounce-back method, we simulated two-dimensional 
flows around a cylinder. The cylinder is placed in the center of a square domain with periodic 
boundaries. The system therefore represents an infinite square array of cylinders. For this 
system, published results on the permeability with slip are available. As shown in Figure 4-31, 
the dimensionless permeability, normalized by the cylinder diameter, presented as a function of 
the solid fraction, is in very good agreement with that provided by previously published 
correlations. 
 

1 2 
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Figure 4-31: Dimensionless permeability of a square assembly of cylinders as a function of 

the solid fraction.  
 
Lattice Boltzmann results are plotted as circles. They agree well with the correlations 
established previously by Pich [28] and Chai et al. [29]. 
 
We then simulated the slip flow through SC, FCC, and BCC arrays of spheres. Figure 4-32 shows 
the dimensionless permeability normalized by the Darcy permeability of the assembly, 
presented as a function of the slip factor S 
 
     𝑆 = 2−𝜎

𝜎
𝜆
𝑑

          (4-18) 
 
In these simulations, the Knudsen number Kn = 𝜆 𝑑⁄  is set to be less than 0.1. As Figure 4-32 
shows, the slip boundary condition has a significant effect on the permeability. Enhancement in 
the permeability increases with increasing S, and increases with increasing solid fraction 
(decreasing porosity). At low solid fraction, there is little difference between SC, FCC, and BCC. 
As the solid fraction is increased to beyond 0.25, however, it is seen that configuration of 
particles starts to affect the permeability. 
 



175 

 
Figure 4-32: Permeability as a function of slip factor for SC, FCC, and BCC arrays of spheres.  

 
The numbers represent different solid fractions and the solid lines are fittings generated to 
demonstrate the trends. 
 
4.4 Conclusion 
The objective of Task 8 is to develop numerical capability to simulate pore-scale single- and 
multiphase flow processes, transport of solute, and particulates. We have met this objective. 
We have presented these results at various conferences and are now working the manuscripts. 
It is worth noting that high fidelity simulations of flow and transport still pose significant 
challenges to computing as well as the validating experiments. We will begin simulating the real 
experimental system (microfluidics and nanofluidics) to seek a direct comparison. 
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5. Technology Transfer 
 
5.1 Project Website 
A project website has been created and is available at: 
(http://web.mst.edu/~baib/Shale%20Gas/RPSEA_home.html)  
It includes a research summary, capability, equipment, publications, and group members. 
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