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Executive Summary 
Diagnosis of multiple-stage fracture stimulation in horizontal well is critical to understand and 

improve fracture stimulation design. Temperature distribution data (by production logging tools 

or fiber-optic sensors) is one of the valuable information for performance diagnosis.  However, 

until today quantitative interpretation of dynamic temperature data is still challenging and 

requires in-depth mathematical modeling of heat and mass transfer during treatment and 

production period in a complex flow system.  

The objective of this study is first to develop a quantitative mathematical model to simulate 

the transient temperature behavior during and shortly after a fracturing treatment. The fracture 

propagation as a function of injection time and rate would be simulated, and also the temperature 

distribution for a penny shaped fracture and surrounding formation. Warm back during shut-in 

period will also be considered. This model allows one to predict the fracture growth and fluid 

distribution for a single penny shaped fracture in horizontal well, and to predict the temperature 

at any location at any time in the formation and fracture during treatment. 

Secondly, a single phase gas/oil model is presented to predict temperature behavior in a 

multiple-fractured horizontal well during production. Both the semi-analytical model and 

numerical simulation are developed to simulate flow in a fracture/formation system, and an 

unsteady state thermal model is used for wellbore model. The thermal model calculates the heat 

transfer in the fracture/reservoir/wellbore system considering subtle temperature changes caused 

by the Joule-Thomson cooling effect and viscous dissipation. Based on the model, we will 

interpret the flow profile along the wellbore and investigate the sensitivity of fracture properties 

from the transient temperature behavior. Field data will be interpreted by using this new 

approach and help us to better understand how to use the temperature data to diagnose multiple 

fractures. The result delivered by the new approach is expected to estimate the fracture initiation 

points, number of created fractures and distribution of fluid along the wellbore.  

In this study, a stochastic inverse problem is set up with the objective of inferring hydraulic 

fracture characteristics, such as fracture half-length and permeability, by assimilating data from 

downhole temperature sensors. The ensemble Kalman filter is implemented to assimilate 

temperature data and estimate fracture parameters. This inverse method is suitable for 

applications to non-linear assimilation problems. In this way, the ensemble Kalman filter enables 

a quantitative fracture characterization and automatic data matching. Furthermore, the EnKF 
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offers several advantages for this application, including the ensemble formulation for uncertainty 

assessment, convenient gradient-free implementation, and the flexibility to incorporate additional 

monitoring data types.  

The validity of the method is completed by checking the semi-analytical model and the 

numerical simulation. The models is also examined using synthetic examples, and finally, s field 

data from a horizontal gas well in the Marcellus Shale. 
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1 Introduction 

Hydraulic Fracture Diagnostic Technologies 

Hydraulic fracturing is the key to satisfy the economic success of field development in shale 

reservoirs so that the diagnosis of fracture efficiency would be critical for the fracturing 

treatment evaluation and future improvement. There are many available tools that could help us 

determine important fracture properties such as fracture orientation, fracture height, fracture 

conductivity and the effective fracture length. Each tool would have its advantage in some 

aspects and also weakness in others.      

Fracture diagnostics can be broken into two main groups: direct and indirect diagnostics. The 

indirect methods contain fracture modeling, well testing and production data analysis, while 

direct measurements are further subdivided into near wellbore and far field (Barree, et al, 2002). 

Table 1.1 shows the summary of the different methods and the certainty about fracture 

properties. 

Table 1.1— Fracture diagnostic tools with measurement certainty 

 

 
 



8 
 

Barree stated that the near and far-field methods provide different viewpoints of the fractures. 

The near-wellbore methods could capture the detailed phenomena within a few feet thus we 

could know what happened at fracture contact area within the perforated intervals. Also noticed 

that for temperature logging, the fracture height may be determined only for longitudinal fracture. 

On the other hand, far-field technologies such as microseismic mapping and surface/downhole 

tiltmeter mapping, would provide large-scale views of fracture dimensions in hundreds feet deep 

into the reservoir. 

For the analysis based on fracture modeling, since there are a lot of inputs such as 

permeability, closure stress and fluid saturation, the reasonable assumptions based on laboratory 

test or theoretical deduction would be important for valuable results. In order to be applied as 

diagnostic tools, sensitivity studies should be done and the model need to be calibrated carefully.         

The better way to conduct fracture diagnosis is to combine different technologies for an 

integrated analysis. For example, temperature logging can pin-point the fluid entry point and 

evaluate the efficiency of perforations along the wellbore. This could help the modeling process, 

and we could also use the fracture half-length derived from microseismic data to reduce the 

uncertainty of the numerical modeling. 

 

Downhole Temperature Measurements 

Due to the improved accuracy and continuity of downhole temperature measurement, downhole 

sensors attract more interest in petroleum industry today. Fiber optic sensors and production 

logging tools are the common methods to measure temperature in the well systems, and to assess 

well production and formation information. 

Temperature logging has been used as analyzing tools for well performance for over 50 years. 

Since the measured temperature is sensitive to not only the borehole but also the formation and 

the casing-formation annulus, it has several applications, such as locating cement tops (Peacock, 

1965), detecting casing leaks and fluid movement behind casing, estimating fracturing fluid 

volume being injected (Arthur, et al. 2013), interpreting fracture height (Davis, E.R., et al. 1997) 

and detecting gas/oil entry from productive intervals (Li and Zhu, 2010).   

Temperature logging tools are based on elements with resistance, typically wire coils. The 

element connects with bridge circuitry or a constant-current circuit and the voltage would 

response proportional to temperature. The voltage signal will convert to frequency signal and 

http://www.glossary.oilfield.slb.com/en/Terms/a/annulus.aspx
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transmit to surface, then the surface instrument would convert the signal again and make a record. 

The temperature log is usually run in the string with other tool like spinner flowmeter and 

radioactive tracer. When the temperature log runs upwards, the temperature anomalies would be 

smeared over great distances, which reduces the log resolution (Hill, 1990). 

Fiber optic distributed temperature sensor (DTS) is a relatively recent technology in the oil 

and gas industry. It provides continuous real-time distributed temperature profiles in high 

resolution and accuracy over the duration of the monitoring period without any intervention. 

Fiber optic cables can be deployed in several configurations in the wellbore, more importantly, 

across the perforated interval. If the DTS is deployed outside the casing with good cementing, 

then the measured temperature would reflect the reservoir temperature since it would be less 

influenced by the wellbore mixture flow.  

The details about DTS mechanism and deployment methods have been described thoroughly 

in recent publications (Glasbergen. et al. 2009, Holley. et al. 2014). In summary, the optical fiber 

would transmit laser pulses multiple times per second and an optical receiver detects the 

reflected light signal. This back-scattered light is caused by the interaction of the transmitted 

laser pulse with the fiber molecules in the cable. The frequency response of the back-scattered 

signal is shown is Fig 1.1. The amplitudes of the Raman Stokes and anti-Stokes signals are 

collected and averaged, while one is weakly dependent on temperature and the other is strongly 

affected by temperature. The relative intensities between Stokes and anti-Stokes would 

determine the temperature at the location that the back-scattering happens. The more laser pulses 

transmitted, the better resolution could obtain for the temperature. 
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Fig 1.1 ‒DTS operating principle (Holley, 2014). 

In this study, transient distributed temperature measurements will be used to estimate the flow 

rate distribution along the horizontal wellbore and fracture efficiency of each stage.  

 

Temperature Modeling in the Wellbore and Formation systems 

With the field application of downhole temperature measurement technology, the theoretical 

investigation also develops fast within the decades. 

One of the earliest works on temperature prediction was done by Ramey (1962). Ramey 

established a wellbore temperature model as a function of the wellbore and reservoir flow. The 

model assumes steady state heat transfer in the wellbore, while the heat conduction to the earth is 

a transient process and solved by line source method. Ramey presented several gas/water 

injection cases and showed good agreement on the matching results. Jacques H. (2004) 

compared the rigorous solution with Ramey’s approximate solution, and pointed out that 

Ramey’s model would overestimate the temperature in the early transient period.  

Sagar et al. (1991) developed a two-phase model based on Ramey’s heat transfer mechanism 

and took wellbore inclination into consideration. The authors also calculated the Joule-Thomson 

heating or cooling effect and kinetic energy terms by pressure changes in the wellbore.  
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Hasan and Kabir (1991) considered the heat transfer at the formation/wellbore interface by the 

Fourier law of heat conduction. A transient formation heat transfer model was presented which 

assumed a gradual changed heat flow from or to the wellbore.       

Yoshioka et al. (2005 and 2007) presented a multiphase steady state thermal model to detect 

the water/gas entry location along a horizontal well. In this study, a 1-D analytical reservoir 

thermal model was developed and coupled with simplified single phase liquid or gas wellbore 

model. The wellbore inclination and damage zone were also considered. Based on the steady 

temperature analysis, Sui et al. (2008) emphasized the importance of transient behavior and 

estimated the multilayer formation properties in single phase vertical well, which included the 

formation permeability, damage permeability and radius.  

Li (2009) used the streamline reservoir simulator to obtain the transient pressure behavior and 

coupled with a two-phase thermal model to estimate the water/gas entry intervals and 

corresponding flow rate. Muradov and Davies (2011) discussed the derivation of asymptotic 

analytical solution for transient temperature changes and analyzed the transient temperature 

behavior when flow rate changed during well testing.  

Even through numerical simulation has flexibility to handle complex reservoir conditions, 

computation becomes challenging when coupling reservoir models with wellbore models, 

because of wellbore trajectory and the important role of wellbore thermal-/hydro- dynamics.  

Field application of these models still remains challenging. 

 Compared to other types of well system, fractured horizontal well has different flow pattern 

which will result in a different temperature behavior. The dominated cause of temperature 

changes in the reservoir/fracture/wellbore system is the Joule-Thomson expansion of flowing 

fluid due to pressure drawdown. App (2013) emphasized the impact of permeability on sandface 

flowing temperatures by determining the ratio of heat transfer by convection to conduction 

within a reservoir. This ratio is known as Peclet number. For low permeability reservoirs, such as 

shale and tight sand formations, the Peclet number is small and the temperature change in 

formation is less than 0.1 ̊F. The considerable temperature change only happens in a small 

vicinity around the fractures.  
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2 Interpretation of Fracture Type and Location 
There are mainly two type of fractures in horizontal wells, one is longitudinal fracture and the 

other is transverse fracture. For transverse fractures, the contact area between the fracture and the 

wellbore is a small circle area and the temperature data shows sudden drops at the certain points, 

which indicates fracture locations. On the other hands, the contact area between longitudinal 

fractures and wellbore would occupy a section along the wellbore thus the temperature data 

shows a gradually slope change along the wellbore instead of sudden changes at the fracture 

location points. 

Figure 2.1 shows a longitudinal fracture in the horizontal well producing gas. In this 

synthetic case, we assume a uniform flow rate coming from the fracture to the wellbore, the 

wellbore only connected to reservoir by fractures, and there is no inflow directly from the 

formation to the wellbore. The Joule-Thomson effect is calculated by  

( ) p
C

T
p
TT

pH

∇⋅
−

=







∂
∂

=∇ ˆ
1

ρ
β                                                  (2.1) 

Where β  is gas expansion coefficient, the pressure drop is given by an estimation of 

pressure drop inside fracture, here we ignore the temperature change in formation, since heat 

conduction would dominate the heat transfer in formation so that the fluid temperature barely 

change in formation. An example here shows the temperature behavior of such a fracture. The 

calculated temperature is shown in Fig. 2.2, and the date used to generate the temperature curve 

is shown in Table 2.1, 

   

 
Fig 2.1—Longitudinal fracture with uniform inflow along the horizontal wellbore. 
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Table 2.1 Key parameters in the synthetic case.  

Bottomhole pressure, psi 2800 
Pressure drop inside fracture, psi 50 
Reservoir temperature, °F 238.37 
Heat capacity of gas, Btu/(lb-°F) 0.78 
Overall heat transfer coefficient, Btu/(hr-ft2-°F) 4.4 
Fracture conductivity, md-ft 20 
Fracture inflow rate, Mscf/d/ft 27 
Wellbore radius, in 4.37 

 

 
Fig 2.2— Temperature distribution in the wellbore for longitudinal fracture. 

 

From Fig 2.2 we could identify the longitudinal fracture by the temperature decreasing in 

the corresponding section because of Joule-Thomson cooling effect. Since there is continuous 

gas inflow in the fracture section, temperature keeps decreasing along the fracture. When the 

fracture ends, temperature increases gradually due to the heat conduction between the wellbore 

and the formation.   
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For transverse fractures, the temperature behavior is very different. Temperature has a 

sudden change at the fracture locations, and increases right after moves away from the 

temperature location. Fig. 2.3 shows a schematic of 3D view of a transverse fracture, and Fig. 

2.4 shows an example of temperature profile, both from the field measurement and from the 

temperature model developed from this work. The bottom curve on Fig. 2.4 is the wellbore 

trajectory with perforations (triangles) along the wellbore. It is very easy to identify at each 

perforation if there is a fracture exists or not by if there is a sharp drop on the temperature curve 

at the location of perforations. 

 
Fig 2.3— Single transverse fracture in 3D 

 
Fig 2.4— Temperature distribution in wellbore for transverse fractures. 
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3 Diagnosis Model and Methodology Development for Multiple-Stage 

Fracturing in Horizontal Wells during Fracturing 
Monitoring and diagnosing multiple fracturing treatment is valuable for understanding and 

optimizing fracture treatment design. The temperature data during and shortly after treatment 

would provide us information such as the fracturing fluid distribution in different clusters, bridge 

plug efficiency during each stage and so on. In order to better understand this process, 

quantitative models are established to predict temperature during fracturing.    

       

3.1 Fracture Propagation Model  
Compare to a vertical well with line source fluid flow during injection of a fracture propagation 

process, here, we have a point source fluid injection from the wellbore to create fractures. This 

point-source generates circular fractures until the fractures reach a boundary of propagation, 

most likely the formation thickness. Hence, a penny shaped fracture geometry is considered for 

this study. Fracture radius is related to the extent of leak-off. For the purpose of mass balance, 

the reservoir and the fracturing fluid are assumed to be incompressible; hence, the mass balance 

becomes a volume balance when fracturing fluid is considered incompressible. In addition to this, 

we made following assumptions, such an analytical model for fracture radius and the location of 

the fluid leak-off can be obtained:  

1. The fracture is radially expended. 

2. The flow of fracturing fluid from fracture into the formation is linear and the direction 

of flow is perpendicular to the fracture face. 

3. The pressure in the fracture is constant and is equal to the sand-face injection pressure. 

4. The volume relation assumes that all the fluid that flows out of the wellbore flows into 

the fracture. 

5. The rate of injection into the facture is constant over the duration of fracturing. 

  Figure 3.1 shows the schematic of the horizontal wellbore with a single penny shaped 

radially expending fracture. 
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Fig 3.1—Horizontal well with a single penny shaped fracture. 

Considering a volumetric balance for fracturing fluid, it can be stated that the injection fluid 

flow rate in a fracture interval equals to the summation of fracture volume increasing rate and the 

rate at which the fluid leaks off into the formation from the fracture. This rate balance is given by 

the relationship: 

( ) ( ) ( )tqtqtq lkfi +=                                                         (3.1) 

Where, qi is the rate at which the fluid is injected in a facture interval, qf is the rate at which 

the fracture volume increases and qlk is the rate at which fluid leaks off into the formation from 

the fracture, all in consistent units. 

In the absence of any pressure data we assumed a linear dependence of leak-off coefficient on 

the flow rate, i.e.  

( )( ) ( )
( )rt

tCrtuN τ
τ

−
=−                                                      (3.2) 

Where, uN is the leak-off velocity, τ(r) is the time for the fracture to reach a distance r and C is 

the leak-off coefficient.  

Substituting Eq. 3.2 into Eq. 3.1 and by considering a radially expending fracture, we have 

 
( )rt

rC
t
wr

r
qi

τ
ππ
−

+
∂
∂

=
∂
∂

−
42                                                    (3.3) 

In the above equation, w is the width of the penny shaped fracture. 
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Assume R >> rw, Schechter (1992) has a solution, which means the leak-off dominates and w�
∂t

 

can be neglected, we have: 

( ) 4
2

21
C

tqtR i

π
=                                                               (3.4) 

By solving for the above equation, we can get the penny shaped fracture radius R changing with 

time. 

The analytical model presented above provides an understanding of the fracture length and the 

leak-off behavior, but in the absence of an analytical solution for a case with time dependent 

leak-off coefficient and changing fracture geometry, it is necessary to consider numerical 

solution of the above problem. Moreover, field injection rates generally do not follow any 

regular mathematical trend and a numerical model is most suitable. 

For a radically expanding fracture, according to Schechter (1992), the pressure varies with 

distance from the wellbore in accordance with the following equation and is dependent on the 

fracture width: 




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3π

µ                                                      (3.5) 

Where, pw is the pressure at the wellbore, and p is the pressure distribution inside the fracture. 

And, 

R
rfr =                                                                   (3.6) 

The theory of elasticity provides a general relationship between the fracture width, w(r, t) and 

the fluid pressure within the fracture, for a radially expanding fracture: 
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r π
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Equation 3.7 makes explicit the relationship between the fracture width and the pressure 

distribution within the fracture. Where, ν is the Poisson ratio and G is the plane strain modulus. 

pBISIP is the bottom hole instantaneous shut-in pressure and it is the pressure at the tip of the 

fracture which is just necessary to maintain the fracture open. 

To obtain a precise solution for R(t), w(fr, t), p(fr, t), Eq. 3.3, Eq. 3.5 and Eq. 3.7 should be 

solved simultaneously. 
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The position of leak-off front for this model can also be obtained by calculating the distance 

leaked off fluid has travelled into the formation, ZN(r) at any distance r ft inside the fracture. The 

distance, ZN(r) can be obtained by integrating the leak-off velocity given by the following 

equation: 

( ) ( )( )
( ) ( )( )

( )rtCdt
rt

CdtrturZ
t

r

t

r NN τ
φτ

τ
ττ

−=
−

=−= ∫∫
2                         (3.8) 

As mentioned before, the fracture takes time τ(r) to reach a distance r after which the leak-off 

starts. So we can integrate velocity with respect to time from τ(r) to any time t, where t > τ(r) to 

solve for this equation. This is one of the consideration for the formation rock matrix model 

surrounded the fracture. 

 

3.2 Fracture Temperature Model 
The temperature within the fracture is considered first and the temperature in the surrounding 

formation rock matrix is calculated independently since former is an open space and latter is 

porous media, then the two model are coupled together by considering boundary conditions for 

an energy balance of the fluid flow system. Fig. 3.2 shows a side view of a horizontal radial 

penny shaped fracture. 

 
Fig 3.2—Side view of a horizontal radial penny shaped fracture. 

The model is based on the following assumptions:  
1. Constant average width of the fracture: w. 

2. Constant bottom hole injection temperature: Ti.  
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3. Constant fluid density and heat capacity. 

Energy conservation for the control volume, shown in Fig. 3.2, over a small time Δt, is given 

by the following equation: 

[ ] tTrCurTrCurtTCwrvTCwrv
zzflplNzflplNrrflplrrflplr ∆∆−∆+∆



 −

∆+∆+ ,,,, 22
ρρρρ   

( )[ ] ( )
tfttflplfrl TTrrwCtTTrhr −∆=∆−∆+

∆+2,ρ         (3.9) 

Where, ρl is the density of the fracturing fluid, vr is the fluid flow velocity in the fracture along 

the direction of fracture propagation, Cp,l is the heat capacity of the fluid, hl is the Newton’s 

cooling coefficient for heat exchange at the rock-fracture interface and Tr, Tf are the reservoir 

rock and fracturing fluid temperatures respectively. The relationship (Zhao and Tso, 1993) 

between the Newton’s cooling coefficient (hl) and flow velocity vr can be described by the form: 
s
rl Nvh =                                                             (3.10) 

Where, N and s are dimensionless empirical constants. 

In Eq. 3.9, the quantity in the first bracket represents the convection heat flow in the r 

direction, the second bracket represents the convective heat flow in the z direction and the third 

bracket represents the heat flow due to Newton’s law of cooling, while the right hand side is the 

heat accumulation term. The two faces of the fracture are considered to be symmetric. Thus, the 

whole model space can be divided into two quadrants with origin at the center of the wellbore; 

each quadrant is assumed to be similar leak-off and thermal properties. Considering this 

symmetry only one face of the fracture and rock matrix has been modeled, with no flow 

conditions at the line of symmetry. Thus, the term ru�NρlCp,l∆rTf�z represents the heat flow from 

the lower boundary of the grid block. Since the no flow condition is considered at this boundary, 

due to symmetry, this term will be set to zero. Also, only one grid block is considered inside the 

fracture along the z direction, the term ru�NρlCp,l∆rTf�z+∆z
is represented by ru�NρlCp,l∆rTf�w/2

. On 

dividing the whole Equation by rw∆r∆t/2 we get, 
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The discretized form of Eq. 3.11 in its implicit form is given by,  
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Where velocities and temperature are given at the grid boundary for convective heat exchange in 

first and second terms, while third term, for Newton’s cooling uses the grid center temperature. 

The leak-off velocity term u�N, has been replaced by vz for any grid block i and any time step n. 

The j index from the leak-off velocity vz has been dropped as it is same for all j’s at any i 

because of the incompressible nature of the fracturing and reservoir fluids. Similarly, j index has 

been dropped on the flow velocity vr because r direction flow is only considered inside the 

fracture  

(j = 1) and is absent inside the rock matrix (j > 1). By the volume balance of fracture propagation, 

we can also calculate the fluid volume moving from grid block i to i+1 and so the velocities vi−1
2
 

and vi+1
2
 are calculated from the fracture propagation model. 

Moreover, in the convection terms, the temperature is given by the boundary temperature, 

since the heat exchange is due to the flowing liquid, the boundary temperature can be replaced 

by the temperature of the corresponding grid block temperature upstream to the flow, i.e. T
i−1

2,1
n  

can be replaced by Ti−1,1
n , T

i+1
2,1

n  by Ti,1
n  and T

i,32

n  by Ti,1
n . Eq. 3.12 now can be written as 
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for i = 2, 3, … Nf and j = 1.                  (3.13) 

Where, Nf is the number of grid blocks in the fracture interval. Using boundary condition for the 

first grid block (i = 1, j = 1), we know the injection rate and temperature of the fracturing fluid at 

the perforation 
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It should be note that the temperature term Ti, j+1
n  in Eq. 3.13 belongs to the rock matrix grid 

block and forms the boundary condition at the rock matrix-fracture interface and also couples the 

two models. Both the rock matrix and fracture equations are solved simultaneously as discussed 

in the next formation rock matrix model. Fig. 3.3 shows the fracture and surrounding rock matrix 

grid blocks and direction of flow. 

 
Fig 3.3—Fracture and surrounding rock matrix grid blocks and flow directions. 

 

3.3 Formation Rock Matrix Temperature Model 
As discussed before, a separate model for rock matrix is required because of the different 

mechanism of heat transfer in the reservoir rock. A similar energy balance was performed on a 

grid block inside the rock matrix. The following assumptions are made for the fracture 

surrounding formation rock matrix model: 

1. The rock and fluids are incompressible.  

2. The conductivity at the interface between two blocks is a harmonic average of the 

conductivity of both the blocks. 

3. The rock matrix is conductive in both r and z directions, while no heat in the θ direction.  

4. Fluid flow takes place only in the direction perpendicular to the direction of fracture 

propagation i.e. the z direction.  
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5. The temperature in the reservoir, at some large distance away, is not affected by the 

injection process and the fluid and the grid block temperature at any point is the same, in 

other words fluid attains the grid block temperature as soon as it moves in a new grid 

block. 

Before considering the energy conservation for the control volume, certain effective 

properties are defined for a grid block. The effective conductivity of a fluid filled rock, 

calculated by volume weighted conductivities of rock and the contained fluid and is given by  

( ) rleff KKK φφ −+= 1                                                        (3.15) 

Where, ϕ is the porosity of the rock, Kr is the thermal conductivity of the rock and Kl is the 

thermal conductivity of the fluid in pore space. Similarly, effective heat capacity, which is a 

porosity and density weighted heat capacity of rock and contained fluid, is given by 

( ) rprlpleffp CCC ,,, 1 ρφφρ −+=                                                  (3.16) 

Considering the energy balance, including conduction and convection on the grid block 

control volume, for cylindrical coordinate, we have, 
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In Eq. 3.17, the first term is the conductive heat transfer in the z direction, the second term is 

the conductive heat transfer in the r direction, the third term is the conductive heat transfer in the 

θ direction, the fourth term is the convective heat transfer in the z direction and the right hand 

side is the net accumulation of heat energy in the control volume. 

Based on the assumptions which mentioned above, we may considering to neglect the heat 

conduction in θ direction because the effect is relatively very small compare to other terms, we 

can rewrite Eq. 3.17 as 
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The initial and boundary conditions are then listed as following: 

( ) initr TtzrT == 0,, , 

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
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2
,0                               (3.19) 

( ) initr TtzrT =∞→ ,, , 





 >∞<< 0,

2
tzw                                      (3.20) 

( ) initr TtzrT =∞→ ,, , ( )0,0 >∞<< tr                                        (3.21)  
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The boundary at z = w
2

 = z3
2
 is shared with the fracture model and the heat flux is coupled with 

the fracture model. To define this boundary condition (z = w
2
) of Eq. 3.19, it can be treated as 

known heat flux through the boundary, given as 
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∂
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,, ,     ( )0,0 ><< tRr                         (3.22) 

Similarly, the boundary at r = 0 is the line of symmetry with no heat flux across it given by 
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                       (3.23) 

Equation 3.18 is effectively discretized, to solve it numerically with the grid numbering same 

as shown in Fig. 3.3. The convection parameters, temperature, fluid heat capacity and density are 

all upstream weighted. The reservoir subscript from the temperature term is dropped and Tr is 

replaced by T. The resulting discretized form of Eq. 3.18 is given by     
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       for i = 2, 3, … Nr – 1; j = 3, 4, … Nz − 1.                  (3.24) 

While the grid blocks with j = 2 are the rock matrix grid blocks shared with the fracture fac. 

The temperature gradient in the above equation is also discretized as  
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       for i = 2, 3, … Nr – 1; j = 3, 4, … Nz − 1.                  (3.25) 

Rearranging the terms in Eq. 3.25, we get,                                                  
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       for i = 2, 3, … Nr – 1; j = 3, 4, … Nz − 1.                  (3.26) 

The fracture grid blocks j = 1 exchange heat with the rock grid blocks j = 2, both by Newton’s 

cooling during the period fracture fluid is flowing and by conduction during the period when 

either fracture has not propagated until a particular grid block or fracture propagation has 

stopped and the fluid is stationary. During the period after fracture propagation has ceased, a no 

flow condition has been assumed and the fluid profile does not change in this period. Writing the 

fracture face equation j = 2 for rock matrix with boundary condition defined by the Newton’s 

cooling effect during fracture propagation. 

Writing the fracture face equation for rock matrix with boundary condition defined by 

Newton’s cooling effect during fracture propagation, we get, 
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The extreme reservoir boundaries at i = Nr or j = Nz are defined at the constant temperature as 

given by Eq. 3.28 and 3.29 respectively. Specifically, when i = Nr, we have 
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       for j = 2, 3, … Nz − 1.                  (3.28) 

And when j = Nz, we have 
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       for i = 2, 3, … Nr – 1.                  (3.29) 

At i = 1 the ‘no heat flow’ boundary (r = 0) is implemented, given by 
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       for j = 3, 4, … Nz − 1.                  (3.30) 
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It should be noted that, the boundary at r = 0 or r1
2
 is a no heat flow boundary due to symmetry, 

while the reservoir boundary shared with wellbore is a constant temperature boundary during 

injection, with temperatures specified by the wellbore model. This boundary condition is 

achieved by increasing the specific heat capacity of the wellbore grid blocks to sufficiently high 

number so that the temperatures in wellbore grid blocks do not change over a time step. The 

temperature for the subsequent time step is reset to injection temperature in the model. The grid 

blocks ahead of the fracture tip (Nf < i ≤ Nr; j = 1) are the grid blocks where fracture has not 

propagated at any time step and should be considered by the rock matrix equation, still the 

boundary condition of no-flow at z = 0 holds true due to symmetry. The rock matrix equation for 

the grid blocks ahead of the fracture tip is given by 
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  for i = Nf + 1, Nf + 2, … Nr – 1.                  (3.31) 

And at the boundary (i = Nr; j = 1) by 
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To couple the two separate models: at i = 1, no flow for the rock matrix. The grid block j = 1 

is covered in fracture temperature model. While the grid blocks with j = 2 are the rock matrix 

grid blocks shared with the fracture face. The complete temperature model with both fracture and 

the rock-matrix coupled together consists of NrNz grid blocks and thus NrNz unknown 

temperature variables at each time step. To solve all the NrNz temperature variables, we must 

identify the same number of equations, one for each grid block, which could be solved 

simultaneously. Eq. 3.14 gives the energy balance for the first grid block inside the fracture (i = 

1; j = 1), while Eq.3.13 gives the energy balance for the remaining fracture grid blocks (i = 1, 2, 

… Nf; j = 1). The remaining grid blocks ahead of the fracture tip can be solved using Eq. 3.31  

(i = Nf + 1, Nf + 2, … Nr – 1; j = 1) and Eq. 3.32 (i = Nr; j = 1), which completes a set of Nr 

equations. Eq. 3.27 gives (Nr − 2) equations for the grid blocks in the rock matrix (i = 2, 3, … Nr 

– 1; j = 2) adjacent to the fracture. Eq. 3.26 gives an energy balance for the main part of rock 

matrix (i = 2, 3, … Nr – 1; j = 3, 4, … Nz − 1), for a total of (Nr − 2)(Nz − 3) grid blocks. Eq. 

3.28 and 3.29 describe the grid blocks at the extreme x boundary (i = Nr; j = 3, 4, … Nz − 1) and 

extreme z boundary (i = 2, 3, … Nr – 1; j = Nz) for a total of (Nz + Nr − 5) grid blocks. Eq. 3.30 

describes the grid block at the x = 0 boundary (i = 1; j = 3, 4, … Nz – 1) for a total of (Nz – 3) 

grid blocks. Remaining four grid blocks at the four corners of the rock matrix can be solved by 

combining the equations of the two boundaries which share the corner. This together gives a set 

of NrNz equations of the temperature model. 

 

3.4 Synthetic Examples and Discussion  
In this section, the results of a synthetic example using the fracture and temperature model are 

presented. The fracture model was run for several case with the data shown in Table 3.1. 

 
Table 3.1—Model parameter values for case study 

C 0.001 ft/sec1/2 = 0.000003048 m/sec1/2 
qi 25 bbl/min = 0.06868368 m3/sec 
w 0.02 ft = 0.006096 m 

 
The examples investigated the effect of leak-off coefficient on the temperature behavior. We 

used two leak-off coefficient, 0.001 ft/sec1/2 and 0.01 ft/sec1/2. Keeping the rest of the input data 

the same, the results of the simulation are shown in Figs. 3.4 to 3.7. Figs. 3.4 and 3.6 are the 
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fracture geometry change as a function of pumping time, and Figs. 3.5 and 3.7 are the leak-off 

front as a function of fracture propagation at different times. 

 

 
Fig 3.4—Fracture Radius vs. Injection Time (for C = 0.001). 

 
 

 
Fig 3.5—Leak-off Front vs. Distance along Fracture Radius at Certain Time (for C = 

0.001). 
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Fig 3.6—Fracture Radius vs. Injection Time (for C = 0.01). 

 
 

 
 

Fig 3.7—Leak-off Front vs. Distance along Fracture Radius at Certain Time (for C = 0.01). 

 
     From Fig. 3.4 and Fig. 3.6, we know that solving for the volume balance equation for the 

penny shaped fracture we can observe that the fracture radius is increasing when the injection 

time is getting larger. Also, as we changing the leak-off coefficient to a bigger number, the 

fracture radius is decreasing. This explains that the injection fluid is more likely to leak-off into 
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the formation with a higher leak-off coefficient, hence, less injection fluid would contribute to 

create longer hydraulic fracture. In addition, the leak-off front has an inverse relationship with 

respect to different leak-off coefficient compare to the fracture radius. And for a shale gas 

reservoir with a relatively small leak-off coefficient, the leak-off front travels not far away from 

the fracture face to the surrounding formation. The reason we investigate the effect of leak-off 

coefficient on fracture radius and leak-off front is that although we all know for a tight gas 

formation, normally we ignore the effect of leak-off coefficient, we cannot follow the same idea 

when we create hydraulic fracture along the wellbore. Especially, to the fracture surrounding 

formation. The leak-off front travel distance is linearly proportional to the value of leak-off 

coefficient. 

     The temperature model is validated with various limiting case analytical solutions discussed 

in Schechter’s book. The result from both temperature models are discussed in this section. 

Table 3.2 lists the values of the parameters used in the simulations.  

 Table 3.2—Temperature model parameters for case study 

Temperature Model Parameters For Basic Case In Field Units 
  
Property Symbol Value Field Units 
Injection rate qi 20 bbl/min 
Leak-off coefficient C 0.00001 ft/sec1/2 
Fracture width w 0.02 ft 
Fracture radius R 58.9975 ft 
Injection water temp Tinj 60 °F 
Initial reservoir temp Tires 200 °F 
Reservoir porosity ϕ 0.05   
Reservoir conductivity Kr 0.00023 BTU/(ft.sec.°F) 
Injection fluid conductivity Kl       0.005 BTU/(ft.sec.°F) 
Rock density ρr 125 lb/ft3 
Rock heat capacity Cp,r 0.22 BTU/(lb.°F) 
Water density ρl 62.4 lb/ft3 
Injection fluid heat capacity Cp.l 1 BTU/(lb.°F) 
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Fig 3.8—Fluid temperature distribution inside the penny shaped fracture vs. distance along 
fracture at different injection time. 

    During fracture treatment, solving for the energy conservation equation for the fracture model, 

we can get the temperature distribution at a certain time as shown in the above plot. One can 

easily tell that as increasing the injection time, the fracture is propagating. Thus, the fracture 

radius is getting larger and larger. The fluid inside the fracture is warming up along the fracture 

as time goes on. And the changing rate is getting smaller and smaller. 

    The following plot is showing a sensitivity study of fluid temperature distribution inside the 

fracture to the formation leak-off coefficient. 
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Fig 3.9—Fluid temperature distribution inside the penny shaped fracture vs. distance 

along the fracture for different leak-off coefficient under fixed injection time. 

      As presented in Fig. 3.9, we can see that with the same total injection time which means the 

same total injection rate for a constant rate case, the fracture radius is decreasing as the leak-off 

coefficient increases. This corroborated the more injection fluid leaks off to the formation, the 

smaller fracture we are going to have based on the mass balance approach. Thus, the leak-off for 

the injection fluid affects the fracture geometry a lot and as a result the fluid temperature profile 

will be different inside the fracture.  

 

Conclusions  

1. An analytical model was generated to estimate the fracture geometry and fluid flow into 

the fracture. The model provides fracture radius and fluid leak-off velocity along the 

fracture face at any given time. 

2. A numerical model was developed to predict the penny shaped fracture and surrounding 

formation temperature distribution in a horizontal well. 
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3. The leak-off coefficient has a significant effect on the leak-off front travel distance. 

4. The rock temperatures are mainly affected by the convective heat flow from the fracture. 

5. The Leak-off coefficient is a major controlling factor in determining the fracture length 

and the temperature in the rock matrix. 

6. A numerical model is needed for the fracture propagation model in order to consider 

varies injection flow rate and time dependent leak-off coefficient. 
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4 Fractured Well Performance Diagnosis Model Development 
During the production period of multiple fractured horizontal well, due to the gas expansion 

effect and transient pressure behavior, we could detect temperature changes along horizontal 

wellbore with production time, thus estimate the flow rate distribution and fracture locations. 

The following quantitative models are established for further interpretation.  

We present two approaches for temperature behavior during production, the semi-analytical 

model and the numerical simulation model. These models contains a wellbore flow/thermal 

model, and a fracture and formation flow/thermal model. The arriving temperature at the inner 

boundary of fracture/formation model are used as input data in the wellbore model. The model 

can be applied to single phase oil/gas wells. These models are solved semi-analytically and fully 

numerically, and results are compared for the validation. 

4.1 Semi-analytical Modeling 
Semi-analytical model consists of a reservoir flow model that simulate flow problem of a 

reservoir/fracture system, a reservoir thermal model that calculate temperature distribution inside the 

reservoir system, and a wellbore flow/thermal model. The fractures are the source terms along the 

horizontal wellbore. 

4.1.1 Fracture/Formation Flow Model 

For the reservoir flow model, we use the tri-linear model developed by Lee and Brockenbrough 

(1986). We improves the model by considering different permeability in inner and outer 

formation. This method solves the equations in a Laplace domain, and then converts to real space 

by using numerical inversion of Laplace transform (Stehfest, 1970). Fig. 4.1 shows the geometry 

of the fracture and the flow pattern in reservoir. The domain is divided into three distinct parts, 

the fracture, the inner formation that directly conjuncts with the fracture, and the outer formation 

that connects with the inner formation. 
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Fig 4.1—Tri-linear fracture/formation model. 

The model has the following assumptions: 

• The transverse hydraulic fractures have finite conductivity ( ∞<< CDF0 ). 

• The fracture height is equal to the formation thickness, which means the fracture fully 

penetrates the formation. 

• Only hydraulic fractures contribute production.  

•  The reservoir is in rectangular shape, both inner formation and outer formation are 

considered homogeneously but they could have two different permeability separately. 

• Single oil or gas phase can be applied to the model. For gas phase, pseudo-pressure 

concept is adopted. 

Because of symmetry, only a quadrant of the flow domain is considered. Assuming the linear 

flow exists in the reservoir and fracture system, the flow equation with dimensionless variables 

in the outer formation is: 
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In Laplace domain ‘𝑙𝑙’, Eq. 4.1 can be written as 
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The solution in Laplace domain is 
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The dimensionless flow equation in the inner formation is 
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In Laplace domain, it can be written as 
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From Eq. 4.6, we can get the pressure derivative which connects the outer formation to the 

inner formation, 
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Considering the skin factor S in the inner formation, the initial and boundary conditions are 

0
0
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IDp                                                                      (4.10) 
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We assume that the pressure gradient in 𝑥𝑥  direction is quiet small compared with it in 𝑦𝑦 

direction in inner formation, which means the pressure has a weak 𝑥𝑥 dependence in Eq. 4.8. The 

solution for Eq. 4.8 is   
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Where ll ODO += ηα .  

The dimensionless flow equation in fracture is 
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In Laplace domain, the equation is 
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The initial and boundary conditions are 
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The solution for Eq. 4.15 is 
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For constant pressure at the bottomhole 
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Dimensionless parameters and definitions are shown below: 

For constant flow rate constraint: 
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For constant bottomhole pressure constraint: 
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For other dimensionless parameters: 
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4.1.2 Fracture/Formation Thermal Model 

The transient thermal model is derived from a general energy balance equation (Bird et al., 

2002), 

                              
( ) ( ) qvτvv ⋅∇−∇−⋅∇−⋅−∇=

∂
∂ :ˆˆ pUU
t

ρρ                                          (4.29)
                                        

 

The LHS of the equation represents the accumulation rate of internal energy per unit volume; 

the first term in the RHS represents the net rate of internal energy addition per unit volume by 

convective transport; the second term in the RHS represents the reversible rate of internal energy 

increase per unit volume by compression; the third term in the RHS represents the irreversible 

rate of internal energy increase per unit volume by viscous dissipation. The last term in the RHS 

represents the rate of internal energy addition per unit volume by heat conduction. 

With Fourier’s law, assuming the conductivity coefficient is constant in formation, the 

conduction term can be calculated by                  

                              
TKT∇−=q                                                                   (4.30)                                                          

Considering the internal energy of both fluid and rock, we have the bulk internal energy term  

( ) rrff UUU ˆ1ˆ ρφφρρ −+=                                                  (4.31) 

Where the subscript “f” represents formation fluid and “r” represents rock or proppant inside 

fracture. For simplicity, the subscript “f” will be omitted in the following part. 

For fluid flow in porous media, the term ( )vτ ∇− :  can be replaced by ( )p∇⋅− v  (Al-

Hadhrami et al., 2003). 
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From the definition of enthalpy,  

                              
ρpUH += ˆˆ                                                            (4.33)                                                             
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The total derivative of enthalpy can be derived by using thermodynamic equilibrium 

relationship, 

( )dpTdTCHd p β
ρ

−+= 11ˆˆ                                           (4.34)
                                            

 

Substitute into Eq. 4.32
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Assuming the rock density and proppant density are constant and the internal energy of rock 

can be approximated by heat capacity and temperature change, we have 

rprrr dTCHdUd ˆˆˆ =≅                                                            (4.36)                                                     

Substitute into Eq. 4.35 
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From mass balance equation of formation fluid 
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From mass balance equation of formation rock or fracture proppant 
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Substitute these into Eq. 4.37 
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Define the average property of formation fluid and rock, 

( ) prrpp CCC ρφφρρ −+= 1                                                 (4.42)                                                   

Supposing that the heat transfer between formation fluid and rock grains/proppant is 

instantaneous and assuming that the thermal equilibrium between the formation fluid and 

rock/proppant can be reached instantly, we have rTT = . 
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From Darcy’s law, 
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Substitute into Eq. 4.43 
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Since convection dominates over conduction in fracture, conduction term along 𝑥𝑥 direction 

can be ignored. But in formation, conduction is still considered.  

In fracture: 
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In inner formation: 
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In outer formation: 
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This 2D model ignores the change happening in the vertical direction. The initial temperature 

along a wellbore is the geothermal temperature calculated according to the wellbore trajectory, 

and it is assumed that no heat flux comes from fracture edge along 𝑥𝑥 direction. 

The above equations are solved for the temperature and pressure profiles in the defined 

system shown in Fig. 4.1. As mentioned before, the pressure equations are solved by Laplace 

transform with a semi-analytical solution. The temperature equations are solved numerically. 

This approach has an advantage of less computational work compared with fully numerical 

simulation for reservoir flow. Computation time is critical when interpret flow rate from 

temperature by inversion. The solutions of the wellbore equations are used as boundary 

conditions when solve the reservoir/fracture equations.
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4.1.3 Wellbore Transient Flow and Thermal Model 

The wellbore model calculates pressure, temperature and fluid velocity distribution along a 

wellbore for single phase gas or liquid flow. The model was developed based on the conservation 

of mass, momentum and energy (Yoshioka et al. 2005). Transient behavior of fluid flow is 

considered in the calculation. Fig. 4.2 shows the gridding system used in the wellbore model. 

The fluid from the fractures merges with the upstream fluid inside the wellbore, and then flows 

towards the heel.  

 

Fig 4.2—Schematic of wellbore model system. 

The mass balance equation states  
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From the momentum balance, we have 
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     And the energy balance equation is 
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Where in the above equations, p, T and v are pressure, temperature and velocity of the fluid 

flowing inside the wellbore, vI is inflow velocity, and TI is the inflow fluid temperature at the 

wellbore-fracture interface. Other parameters are defined in the nomenclature. Initially, the 
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temperature in the entire system is the geothermal temperature, or this temperature can be 

calculated by a thermal model during fracturing period and later warm back. When the well starts 

producing, the pressure is set to a target bottomhole flowing pressure.  

The pipe open ratio γ is defined as the ratio of the opening area along the pipe to the total 

surface area of the pipe. We solve the above equations numerically. The gridding is based on the 

locations of the fractures. In the grids that contain fractures, γ equals to 1, otherwise γ equals to 0.  

The solution of the above equations provides the temperature and pressure distributions based 

on a given flow rate at any time and location along the wellbore. 

 

4.1.4 Solution Procedure for the Coupled Model  

      After developing the wellbore and reservoir with fracture models, we couple all equations 

together to solve for transient temperature and pressure profiles in the fracture, formation, and 

wellbore system. It should be noted that besides the equations we presented above, some fluid 

property correlations are also required to correctly solve the system equation, especially for gas 

reservoirs since the fluid properties are strong function of temperature and pressure for gas 

reservoirs. To solve the coupled model, there are three major steps, which are shown as different 

blocks in the following program flow chart shown in Fig. 4.3. 

      First the initial conditions would be given to describe the fracture, formation and wellbore 

uniformly in this study, for field case studies, we could also initialize the pressure and 

temperature fields by applying the results of a fracture treatment and warm back model, which 

would be continuous with the production period thus help improving the accuracy of the 

simulation results. At the nth time step, the fracture/formation flow model would be solved first 

and then the wellbore mass and momentum model are solve and iterated to make sure the 

pressure is converged along wellbore with the inflow from fractures. Then the fracture/formation 

energy balance equation is solved, here we assume constant overall heat transfer coefficient 

between wellbore and formation. We can obtain the arriving temperature at the intersection of 

fracture and wellbore as the inflow fluid temperature for wellbore model, and solve the 1-D 

wellbore thermal model. Then we can update the pressure and temperature fields and go to the 

next time step. For each time step, the fluid properties are calculated based on the pressure and 

temperature in the last time step.   
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For the fracture/formation flow model, we use the Laplace transform method and finite 

difference method to solve the wellbore flow model and two thermal models. In order to better 

couple the fracture/formation model with the wellbore model, the grid of all the models should 

be the same along the horizontal direction so that the arriving pressure and temperature can be 

directly coupled without interpolation. 
 

 

 

 

 
 

Fig. 4.3—Schematic of flow chart for semi-analytical model solution.
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4.1.5 Synthetic Examples 

 In order to demonstrate how the model works and how to use the results to estimate 

flow rate contribution from each fracture in a multiple-stage fractured horizontal well 

system, we use some synthetic cases to test the model.  

For long term production period, constant bottomhole pressure is a common constraint 

used in the field. The flow rate change history has a significant influence on the arriving 

temperature transient behavior. Table 4.1 shows the variables used in the examples. The 

reservoir initial pressure is 4400 psi and the bottomhole pressure is 2600 psi.  We use an 

example of 6 fractures along a wellbore with a distance of 100 ft between each pair of 

conjunct fractures and Fig. 4.4 shows the system. The fractures are equally distributed 

along the horizontal section, and there are 500 Mscf/d upstream wellbore fluid coming 

with the geothermal temperature. 

 

Table 4.1—Parameters for constant bottomhole production. 

Formation 
 

Fracture 
 

Net Pay Thickness (ft) 160 Fracture width (in) 0.24 

Permeability (nD) 580 Fracture permeability (Darcy) 1 

Porosity (%) 5 Fracture porosity (%) 20 

Pore pressure (psi) 4400 Total compressibility (1/psi)  2.0E-04 
Temperature (°F) 238.37  Conductivity (md-ft) 20 
Reservoir compressibility (1/psi) 2.0E-04  Fracture half-length (ft) 300 
Gas specific gravity 0.56     
Bottomhole pressure (psi) 2600   
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Fig 4.3—Geometry of homogeneous fractures along the wellbore section. 

Figure 4.5 displays the temperature curves in the wellbore at different production 

times. The wellbore temperature increases gradually as production goes on. For constant 

bottomhole pressure case, both the pressure gradient and flow rate are changing in the 

reservoir, which causes challenge for analysis. As mentioned in the literature review, for 

low permeability reservoir, even though the pressure drawdown is large, the temperature 

change in formation is subtle since heat conduction would dominate in the heat transfer 

process. Then the transient flow rate behavior would play the influential role during 

production. As the flow rate declines with time in Fig. 4.6, less cooling because of gas 

expansion occurs, resulting the wellbore temperature at the same fracture location 

increasing. 
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Fig 4.4—Temperature distribution along wellbore section. 

 

 
Fig 4.5—Flow rate distribution along wellbore section. 
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The ‘effective’ fracture half-length is critical for the development of unconventional 

gas reservoirs. It is possible that the created fracture length could extend hundreds feet 

long, even more than one thousand feet in shale reservoirs during fracturing treatment. 

The propped length would be less than created length because the proppant cannot reach 

the tip of the fracture. The effective length is even shorter than propped length. Here in 

our model, the fracture half-length means the effective length with gas production 

contribution. To study if the fracture length is sensitive to temperature profile, we set up a 

case that the fracture length for the fractures are not uniform. Fig. 4.7 illustrate the 

fracture lengths for the same six fractures along the wellbore section, and Table 4.2 lists 

the values of fracture half-lengths. Note that the fracture numbering start from the toe to 

the heel, which is in the same direction with fluid flow inside the wellbore and also the 

hydraulic fracture stage sequence. 

 
Fig 4.6—Fracture geometry for heterogeneous case. 

 
Table 4.2—Different fracture half-lengths for heterogeneous case. 

Fracture number Fracture half length, ft  
1 200 
2 250 
3 150 
4 100 
5 300 
6 200 
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By using the fracture half-lengths in Table 4.2, we could obtain the transient wellbore 

temperature behavior and flow rate as shown in Fig. 4.8 and Fig. 4.9.        

As fracture length increases, temperature change at fracture initiation location would 

be more obvious. For the second and the fifth fracture, the half-lengths are longer than 

200 ft, we could observe that the cooling happens more at these locations. The first and 

the last fracture half-lengths are set equal to 200 ft, but the wellbore temperatures at the 

two locations are not the same. The first fracture (Fracture 1) shows a larger temperature 

drop because compared with the last fracture (Fracture 6). This is caused by more 

wellbore fluid accumulates inside the wellbore toward the heel, the cooling effect 

because of gas inflow becomes smaller (wellbore fluid has higher temperature). We also 

notice that the temperature increase slope due to heat conduction is relatively mild 

towards the heel because of this fluid accumulation. The flow rate change becomes slow 

as production goes on, thus the wellbore temperature curves get closer to each other after 

60 days’ production in this case.    

 
 

 
Fig 4.7—Temperature distribution along wellbore section. 
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Fig 4.8—Flow rate distribution along wellbore section. 

 

4.2 Numerical Simulation Modeling  
Although numerical modeling could be time-consuming for inverse problem, it can 

consider a more complicate reservoir heterogeneity and possible interaction between 

sources (fractures and wells). We developed a numerical simulation approach for the 

problem studied. The approach consists of a thermal model for temperature profile and a 

flow model for pressure and flow rate simulation. The simulation models are developed 

for the reservoir (matrix and fracture flow) and wellbore system. These models are 

formulated based on mass-, momentum-, and energy-balance equations in each domain 

(Li and Zhu 2010a). The reservoir flow model solves the pressures and saturations using 

a reservoir simulation technique by the mass-conservation equation and Darcy’s law, and 

the reservoir thermal model solves the temperature profile using the finite difference 

method. The wellbore flow/thermal model solves the velocity, pressure and temperature 

in a wellbore by the finite difference method. If a reservoir grid contains a section of 

wellbore, an “arriving temperature,” which is the temperature of fluid at sandface, is 
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estimated by a simplified reservoir thermal model using the finite difference method in 

the grid.   

4.2.1 Reservoir Model  

The reservoir model is a transient multiphase 3D model. For the reservoir flow, pressure 

and saturation in the reservoir are solved by the mass-conservation equation and Darcy’s 

law for each phase: 
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where ϕ is porosity, k is absolute permeability tensor, D is depth, g is gravity constant, 

uj, ρj, μj, krj and Sj are the velocity vector, density, viscosity, relative permeability and 

saturation of phase j, respectively. We use the reservoir thermal model presented by Li 

and Zhu (2010b) to solve the temperature distribution in the reservoir. The reservoir 

thermal model is formulated by the transient energy balance equation considering subtle 

temperature changes due to viscous dissipation heating and temperature variation caused 

by fluid expansion besides heat conduction and convection in the reservoir. The model is 

expressed as 
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where Np is the number of existing phase, ρs is rock density, Cp,s is rock heat capacity, T 

is reservoir temperature, KTt is total heat conductivity, Cp,j and βj are heat capacity and 

thermal expansion coefficient of phase j, respectively. For a reservoir grid which contains 

a wellbore segment, heat transfer between the reservoir grid and wellbore segment occurs. 

The heat flux rate is expressed as 
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where Q̇ is heat flux rate, rw is wellbore radius, Tres is reservoir grid temperature and TI is 

the arriving temperature which is the temperature just outside of the wellbore before 

mixing.  

The reservoir flow/thermal model is solved numerically by a finite difference method 

with defined initial condition and boundary conditions. In this work, initially, the 

reservoir temperature is same as the geothermal temperature, and the temperature of all of 

the boundaries is assumed to be the static geothermal temperature. The reservoir model is 

established for multiphase flow, but in this work, the reservoir water saturation is 

assumed to be irreducible water saturation. Because the water is immovable, the water 

phase only affects the accumulation term in the reservoir model. Then, the wellbore 

model is developed only for a single phase gas flow condition.   

 

4.2.2 Wellbore Model   

We extended the wellbore flow/thermal model developed by Yoshioka et al. (2005b) and 

Sui (2009) with heat conduction effect by the fluid flow in the wellbore axial direction. 

This model provides wellbore velocity, pressure and temperature profiles in a horizontal 

well. The mass and momentum balance equations are formulated under the steady state 

condition and the energy balance equations is formulated under the transient condition. 

The simplified mass balance, momentum balance and energy balance equations to single 

phase gas flow are given by, respectively, 
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where γ is pipe open ratio, f is friction factor, v is velocity in a wellbore, λ is a fluid 

thermal conductivity, UT is overall heat transfer coefficient, and the subscript I means 

fluid properties at sandface. The first term in left hand side of Eq. 4.58 is the transient 
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temperature variation, and the second term is transient wellbore fluid 

expansion/compression. In the right hand side, the first term is heat transfer between the 

reservoir and wellbore segment (convective and conductive heat transfer), the second 

term is convective heat along the wellbore, the third term is combination of viscous 

dissipation and wellbore fluid expansion/compression, the fourth term is conductive heat 

transfer along the wellbore, and the fifth term is potential term.     

The wellbore flow/thermal model is solved numerically by the finite difference 

method, and it provides the pressure and temperature distribution along the wellbore on 

each time step.  

 

4.2.3 Coupling Reservoir and Wellbore Temperature 

In order to solve the wellbore temperature by Eqs. 4.54 and 4.58, we need to know the 

arriving temperature TI at the sandface. In this work, we estimate the arriving 

temperature using a simplified 1D radial reservoir flow/thermal model at the wellbore 

grid, numerically. In this calculation, the pressure distribution is assumed to be steady 

state, same as used by Li and Zhu (2010b), and the temperature distribution is solved by 

the transient reservoir thermal model. We assume the pressure and temperature at the 

effective wellbore radius reff (Peaceman 1983) is same with the reservoir grid pressure 

and temperature. The Peaceman’s effective wellbore radius is given by  
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Figure 4.10 shows geometry of the system (Fig. 4.10a), reservoir grids in the cross-

section of a fracture plane (Fig. 4.10b), geometry and conditions (flow-path, pressure and 

temperature) of the wellbore grid (Fig. 4.10c), and discretized grids in radial coordinate 

system in the wellbore grid to compute TI (Fig. 4.10d). In the wellbore grid, the flow 

direction is assumed to be only radial, and the permeability is homogeneous and isotropic. 

The effects of gravity and capillary pressure are ignored.    

Under these assumptions, the pressure distribution in the wellbore grid is estimated by 
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The simplified 1D transient reservoir thermal model is expressed as 
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with the Darcy’s Law: 
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The boundary conditions are given by 
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The pressure distribution in the radial direction is given by Eq. 4.60, and then the 

temperature is solved by Eq. 4.63 numerically at each wellbore grid using the finite 

difference method. 

 

 
(a) Geometry of the system (b) Reservoir grids in the cross-section  

along fracture plane 
 

 

  
(c) Geometry of the wellbore grid (d) Discretized wellbore grid  

for TI calculation 
Fig 4.9—Geometry of the reservoir grid which contains wellbore segment for  

reservoir/wellbore coupling 

4.2.4 Synthetic Examples 

We use a multiple fractured horizontal well as an example here to illustrate the 

application of the models. The well is completed by composite bridge plugs have two 

regions: non-perforated region (casing) and perforated region (fluid entry points). 

According to Eq. 4.58, the wellbore temperature is affected by the completion design 

through the first term in the right hand side of Eq. 4.58, heat transfer between the 

reservoir and the wellbore segment. When the pressure variation along a horizontal well 
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is small and if there is no significant elevation change along the wellbore, this heat 

transfer term becomes dominant when determining the temperature distribution in the 

wellbore.  

At perforated regions, the reservoir fluid comes into the wellbore, and the temperature 

due to this flow is expressed by the term of 2
R
�ρvCp�I

(TI − T) if the pipe open ratio is one. 

On the other hand, at non-perforated regions, the heat transfer term becomes 2
R

UT(TI − T), 

and the wellbore temperature is either warmed up or cooled off by the formation. In 

general, the arriving temperature of gas is cooler than the reservoir grid temperature 

because of the Joule Thomson effect. Then, the wellbore temperature is assumed to be 

cooler than reservoir temperature at the nearest entry point to the toe of the horizontal 

well. The fluid moves towards the heel direction, and the heat conduction occurs at the 

non-perforated region. The wellbore fluid is warmed up by heat conduction and frictional 

heating. At the next perforated location, the reservoir fluid comes into the wellbore again, 

and fluid mixing occurs. This cycle is repeated between each pair of conjunction fractures. 

We confirm the two fundamental temperature behaviors at fracture location and non-

perforated region through following three synthetic examples. The temperature variation 

caused by mixing effect is also confirmed by using the temperature model. Three 

examples are presented here. 

Example 1: Identical multiple fractures along a perfectly horizontal well, to be used as 

base case. 

Example 2: Property of each fracture changed along a perfectly horizontal well to see 

the effect of non-identical fractures. Through this case, the effect of different fracture 

properties is examined.  

Example 3: Well trajectory changes to upward (toe-up) and downward (toe-down) 

directions to consider the effect of geothermal temperature gradient.   

Through these synthetic examples, the properties of reservoir, wellbore, fluid and rock 

are all kept the same. Table 4.3 lists the reservoir and wellbore information, and Table 

4.4 lists the fluid and rock properties at the reference pressure (5000 psia) and 

temperature (240 °F). The schematic of the reservoir and fracture geometries are shown 

in Fig. 4.11.  
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Temperature along a horizontal well is mainly measured in two ways: temperature 

logging or permanent downhole sensors such as DTS. Usually production logging is 

conducted after the surface production is stabilized, and it gives the temperature 

distribution in the wellbore with the fluid mixing effect. On the other hand, DTS provides 

real time measurement. When the DTS is installed on the outside of the casing, the 

measurements do not have the fluid mixing effect. In the following examples, we show 

the wellbore temperature (inside casing) and the arriving temperature (outside casing) at 

10 days, 20 days and 30 days of production.  

 

Table 4.3—Reservoir and Well Data for 
the Example 

Table 4.4—Fluid and Rock Properties of 
the Example 

 
 

 
  

  Reservoir    
  Length, ft 

 
5315   

  Width, ft 
 

600   
  Height, ft 

 
300   

  Top depth, ft 
 

8325   
  Porosity, % 

 
8.00   

  Permeability, md 
 

1.50 × 10−4   
  Surface temperature, ºF 

 
70   

  Geothermal gradient, ºF/ft 
 

0.02   
  Initial reservoir pressure at top, psia 

 
5000   

  Water Saturation 
 

0.10   
  

   
  

  Wellbore   
  Lateral length, ft 

 
5000   

  Wellbore diameter, in 
 

8.75   
  Casing outer diameter, in 

 
5.50   

  Casing inner diameter, in 
 

4.67   
  Wellbore roughness 

 
0.001   

  Casing thermal conductivity, BTU/hr-ft-ºF 
 

6.93   
  Cement thermal conductivity, BTU/hr-ft-ºF 

 
4.02   

  skin factor   0   
 

  Gas   
  Density, lbm/ft3 

 
16.6   

  Viscosity, cp 
 

0.032   
  Heat capacity, BTU/(lbm-℉) 

 
0.611   

  Thermal expansion coefficient, 10−4 1/℉ 
 

18.16   
  Formation Volume Factor, res bbl/Mscf 

 
0.71   

  Total thermal conductivity, BTU/(hr-ft-℉) 
 

1.3   
  

   
  

  Water   
  Density, lbm/ft3 

 
60.7   

  Viscosity, cp 
 

0.34   
  Heat capacity, BTU/(lbm-℉) 

 
1.012   

  Thermal expansion coefficient, 10-4 1/℉ 
 

3.63   
  Formation Volume Factor, res bbl/Mscf 

 
1.04   

  Fluid thermal conductivity, BTU/(hr-ft-℉) 
 

0.389   
  

  
    

  Rock   
  Density, lbm/ft3 

 
148.6   

  Total thermal conductivity, BTU/(hr-ft-℉) 
 

2.0   
  Heat capacity, BTU/(lbm-℉)   0.202   
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(a) Reservoir Geometry 

 

  
(b) Top view for identical fracture case 

 
(c) Top view of non-identical fracture 

case 
Fig 4.9—Geometry of reservoir and fractures for the examples. 

 
Example 1: A perfectly horizontal well with identical multiple fractures 

The temperature model is applied to a perfectly horizontal well with identical multiple 

fractures. Five primary transverse fractures are created along the perfectly horizontal well 

(no elevation change), and the enhanced permeability region exists in the vicinity of the 

primary fractures. The fracture properties are summarized in Table 4.5. We used the 

model at the condition of a constant surface rate production (1225 Mscf/d) and a constant 

BHP production (4500 psia).   

 

Table 4.5—Fracture Properties 

 
 

Figure 4.12 shows results of the constant rate production case. Fig. 4.12a is the 

temperature inside the wellbore, Fig. 4.12b is the temperature outside the wellbore 

5315 ft

x
y

z

600 ft

300 ft Enhanced Permeability Region
Primary Fracture
Matrix Region

x

y

5315 ft

600 ft

x

y 600 ft

5315 ft

  Matrix Permeability, md 
 

1.50 × 10−4   
  Enhanced Permeability, md 

 
0.006   

  Matrix Porosity, % 
 

8   
  Enhanced Porosity, % 

 
8.1   

  Fracture Porosity, % 
 

32   
  Fracture Half Length, ft 

 
150   

  Fracture Height, ft 
 

260   
  Fracture Conductivity, ft-md   40   
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(arriving temperature), and Fig. 4.12c is the accumulative flow rate along the wellbore. 

Based on the assumption each fracture has exactly the same inflow rate. The wellbore 

temperature distribution shows the cooling effect at the perforation location (fluid entry 

point) and the heating effect at the non-perforated region. At each perforation interval, 

this cooling-heating cycle is repeated. Comparison of the wellbore temperature 

distribution and the arriving temperature distribution helps to understand the mixing 

effect. The arriving temperature at the first fracture at the toe is the lowest, and it 

increases towards the heel. At the first fracture, since there is no flow from upstream 

inside the wellbore, there is no mixing effect, the wellbore temperature is the same as the 

arriving temperature. At other fracture locations, fluid mixing makes the wellbore 

temperature higher than the arriving temperature. Therefore, the increase in the wellbore 

temperature at the fluid entry point becomes smaller towards the heel even if the inflow 

rate at each fracture is kept constant. If assuming that the heat capacity and density of the 

wellbore fluid and the reservoir fluid are the same, the wellbore temperature after mixing 

depends on the ratio of the flow rates and their temperatures of the two steams of the 

mixed fluid. At the second fracture, the mixing effect after the first fracture makes the 

wellbore fluid temperature from upstream higher (Fig. 4.12a), therefore the cooling after 

mixing at the second fracture is less than at the first fracture (Fig. 4.12a). As fluid moves 

to the heel, the ratio of volumetric flow rate between the wellbore flowing fluid and the 

reservoir inflow becomes smaller (1/3, 1/4 and 1/5), and the temperature change in the 

wellbore becomes less identifiable. This does not necessarily mean that there is less 

inflow towards the heel. It is also realized that the wellbore temperature variation at the 

inflow locations decreases as the fluid approaches heel because of the increase in 

accumulative flow rate in the wellbore, which generates more frictional heating (Fig. 

4.13). 
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(a) Wellbore temperature (b) Arriving temperature 

 

 
(c) Flow rate 

Fig 4.10—Results of constant rate production (perfectly horizontal well with 
identical fractures). 

 

 
Fig 4.11—Elevated wellbore temperature with corresponding fracture location by 

constant rate (perfectly horizontal well with identical fractures). 

 
Figure 4.14 shows results given by constant BHP production. Even if we used the 

different boundary condition, the temperature distribution at 30 days looks similar with 

that given by constant rate production. Notice that in the constant rate case, the wellbore 

temperature keeps decreasing as time proceeds, but in the constant BHP case the wellbore 

temperature increases (compare Fig. 4.13 with Fig. 4.15). This behavior is caused by the 
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difference of the flow rate in each case at each time step. Fig. 4.16 shows the production 

rate history and cumulative production history. Because the cumulative production is 

similar in both cases at 30 days, the wellbore temperature distribution looks similar at 30 

days. In the constant BHP case, the flow rate at early time is quite high comparing to that 

in the constant rate case (Fig. 4.16a). The wellbore temperature variation at early time is 

higher, and as production rate decreases, the temperature variation at perforated locations 

decreases. In the following examples, the constant BHP condition is used. 
 

  
(a) Wellbore temperature (b) Arriving temperature 

  
(c) Flow rate (d) Inflow rate 

Fig 4.12—Results of constant BHP production (perfectly horizontal well with 
identical fractures). 
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Fig 4.13—Elevated wellbore temperature with corresponding fracture location by 

constant BHP (perfectly horizontal well with identical fractures). 

  
(a) Production rate history (b) Cumulative production history 

Fig 4.14—Production rate and cumulative production history (perfectly horizontal 
well with identical fractures). 

 

Example 2: Perfectly horizontal well with non-identical multiple fractures 

A perfectly horizontal well with non-identical multiple fractures case is used in this 

example. Five primary fractures are created transversely along a perfectly horizontal well. 

In this case, fracture properties are different from each other, and they are summarized in 

Table 4.6. 

Table 4.6—Fracture Properties for Non-Identical Fractures 

  Parameter   Fracture 1 
 

Fracture 2 
 

Fracture 3  Fracture 4   Fracture 5   
  Matrix Permeability, md 

 
1.50 × 10−4 

 
1.50 × 10−4 

 
1.50 × 10−4  1.50 × 10−4 

 
1.50 × 10−4   

  Enhanced Permeability, md 
 

0.005 
 

0.007 
 

0.006  0.009 
 

0.0014   
  Matrix Porosity, % 

 
8 

 
8 

 
8  8 

 
8   

  Enhanced Porosity, % 
 

8.1 
 

8.1 
 

8.1  8.1 
 

8.1   
  Fracture Porosity, % 

 
31.8 

 
32.2 

 
32  32.5 

 
31   

  Fracture Half Length, ft 
 

195 
 

150 
 

150  198 
 

62   
  Fracture Height, ft 

 
220 

 
300 

 
260  300 

 
140   

  Fracture Conductivity, ft-md   33.6   46.0   40.0   61.6   9.2   
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Figure 4.17 shows results for the non-identical multiple fractures case with constant 

BHP condition. We can see the cooling-heating cycle in each perforation interval. The 

enlarged wellbore temperature and the corresponding fracture locations are shown in Fig. 

4.18. At the fracture nearest to the heel (fracture 5), the fracture has shorter length and 

lower conductivity compared with other fractures, and the inflow rate is not enough to 

cool the wellbore temperature. According to Fig. 4.17b and Fig. 4.17d, the arriving 

temperature behaves correspondingly to the inflow rate distribution. The arriving 

temperature of fracture 2 is lower than that of fracture 3 because the inflow rate of 

fracture 2 is higher than that of fracture 3, but the mixing effect reduces the wellbore 

temperature variation, and the variations are almost same in these two locations. At the 

fracture 1, the inflow rate is not enough to obtain the temperature variation of more than 

0.1 °F at 30 day because it is located at the nearest point to the heel. This example 

indicates that not only the inflow rate from the fracture, but also the locations of fractures 

along the wellbore are important in the temperature interpretation. 

  
(a) Wellbore temperature (b) Arriving temperature 

 

  
(c) Flow rate (d) Inflow rate 

Fig 4.15—Results of constant BHP production (perfectly horizontal well with non-
identical fractures). 
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Fig 4.16—Elevated wellbore temperature with corresponding fracture location by 

constant BHP (perfectly horizontal well with non-identical fractures). 

 

Example 3: Inclined horizontal well with identical multiple fractures 

(upward/downward) 

As a final example, we consider a case of an inclined horizontal well with identical 

multiple fractures. In this case, the monotonic upward direction (toe-up) and downward 

direction (toe-down) well trajectories are used (Fig. 4.19).   
 

 
Fig 4.17—Well trajectory for the case of inclined wells with identical multiple 

fractures. 

 
Figure 4.20 shows the comparison of the results given by downward, horizontal and 

upward well trajectory cases with constant BHP production. The geothermal temperature 
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effect is clear on wellbore temperature behavior. With only 50 ft of elevation change, the 

wellbore temperature trend change can be observed. It is also noticed that for deeper 

depth (downward direction or toe-down), higher formation temperature, and therefore 

larger temperature difference between the reservoir temperature and the arriving 

temperature marks a higher temperature variation at the first fracture location. On the 

other hand, the variation of wellbore temperature at the first fracture is smaller in the case 

of upwards direction than downwards direction. At the other fracture location, the 

arriving temperatures are affected by the slight difference of the geothermal temperature, 

but due to the mixing effect, the effect is less significant compared with the first fracture.   
 

 
Fig 4.18—Comparison of wellbore temperature for different well trajectory. 

 

4.3 Comparison between Coupled Semi-analytical Model and Fully 

Numerical Simulation 
To validate the developed fracture/formation models, we compare the semi-analytical 

model with the fully numerical solutions. In the fully numerical simulation, the radical 

flow caused by fluid convergence near the wellbore is considered, by replacing that with 

linear flow pattern, we could compare two models under the same condition. Fig. 4.21 

shows the single fracture geometry.     
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Fig 4.19—Fracture geometry for the comparison. 

 

Table 4.7—Input data for model validation. 

Formation 
 

Fracture 
 

Net Pay Thickness, ft 160 Fracture width, in 0.24 

Permeability, nD 580 Fracture permeability, Darcy 1 

Porosity, % 4.2 Fracture porosity, % 0.2 

Pore pressure, psi 4500 Fracture half-length, ft 300 
Initial temperature, °F 238.37 Fracture spacing, ft 300 
Reservoir compressibility, 1/psi 1.90E-04  

 Bottomhole pressure, psi 2600   
 

For long-term production, we set the bottomhole pressure equals to 2600 psi as 

constant. Table 4.7 lists the primary parameters used for the comparison between 

coupled semi-analytical and fully numerical model. The fracture conductivity is 20 md-ft 

so that the pressure change inside fracture need to be considered.   
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Figure 4.22 shows the comparison result of the pressure distribution along the fracture 

direction at different production days, and Fig. 4.23 shows the flow rate history match. 

As the flow rate declines with time, the pressure gradient inside fracture becomes smaller 

and smaller. The pressure distribution of the semi-analytical model inside the fracture 

matches well with the fully numerical solution, but in the outer formation, the semi-

analytical solution disperses faster than the numerical solution because we assume a no-

flow outer boundary at infinite distance far away while the numerical simulation fixes the 

pressure at certain distance. Since the outer formation pressure behavior has relative 

small influence on the arriving temperature at the wellbore, this difference is acceptable. 

For practical application, it is better to set a smaller outer formation permeability 

compare to the inner formation part.               
 

 
Fig 4.20—Comparison of pressure distribution along fracture direction. 
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Fig 4.21—Comparison of flow rate decline with production time. 

Figure 4.24 compares the temperature distribution along the fracture direction at 

different production times. Since the porosity and fluid velocity is much larger in the 

fracture than in the formation, the Joule-Thomson cooling effect would dominate the heat 

transfer process instead of heat conduction. At the beginning of production, dramatic 

temperature change happens inside fracture due to the large flow rate and pressure drop, 

then the temperature gradient becomes flatter as a result of flow rate decline.    
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Fig 4.22—Comparison of temperature distribution with production time. 
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5 Inversion of Fracture Parameter from Performance Model 
An inverse problem is defined as the determination of plausible values of model 

parameters given inexact (uncertain) data and an assumed theoretical model that relates 

the observed data to the model (Oliver et al, 2008). In this context, a theoretical model is 

an approximation to the true physical relation between physical and/or geometric 

properties of the reservoir and state variables.   

In this study, the observed measurements are a combination of production data and 

most importantly temperature data collected via DTS or PLT. The goal is to estimate 

flow rate distribution and fracture parameters using a combination of data sets. The 

approach to solve the inverse problem is founded on a Bayesian viewpoint of probability 

and assumes that some information of the parameters is available. This prior information 

could be a simple estimation of reservoir permeability or in this case a range of possible 

fracture half-length values. In order to have a mathematically manageable inverse 

problem, the prior information needs to be expressed as a prior probability density 

function (PDF). The objective is to modify this PDF using prior information of some 

model parameters, inexact measurements of some observable parameters and the relation 

between the observed data and model parameters. This modified PDF is referred to as the 

a posteriori probability density function.  

 Many techniques can be used in order to generate the final PDF that would estimate 

the parameters in question. When selecting a particular data assimilation technique, one 

must consider the type of data being collected and the level of linearity between the 

model and the data. In our study, the dynamical relationships of flow and temperature in 

porous media are highly non-linear. These non-linearity complicate the inverse problem 

and hence eliminate a number of techniques which is not suitable to handle such 

complexities.  

In the context of this work, a useful data assimilation technique would be the one that 

capable of sequentially filter and enforce constraints at each integration step, ensuring 

that the estimations are representative of the conditional PDF. The sequential Ensemble 

Kalman Filter method (EnKF) is a suitable technique for the application to such non-

linear assimilation problems and is an appropriate approach for monitoring. 
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5.1 Introduction of Ensemble Kalman Filter (EnKF) Method 
The Ensemble Kalman filter is an adaptation of the simpler Kalman filter for non-linear 

problems. The Kalman filter is an efficient recursive filter which estimates the state of a 

linear dynamical system from a series of noisy measurements (Aanonsen et al, 2009). It is 

founded on a model equation, that the current state of the system is associated with an 

uncertainty expressed by a covariance matrix (Aanonsen et al, 2009), and an observation 

equation that relates the state variable to the measurements through a linear relationship.  

The Kalman filter method consists of two sequential steps: forecast and analysis. In 

the forecast stage, the model equation is used to compute a forward step with the current 

estimate of the state as initial condition. In the analysis stage, the measured data is 

assimilated and used to condition the preliminary estimation. The updated state of the 

system is computed by adding the estimation computed in step one to the product of the 

Kalman gain and the difference between the observed data and model prediction. The 

Kalman gain is obtained through a series of matrix calculations involving the covariance 

matrix of the states and the observed data. The issue often lies in this particular step since 

the covariance matrix for reservoir problems is typically very large and computationally 

expensive for history matching purposes.  

Alternatively, the EnKF overcomes several limitations of the Kalman filter, 

particularly the need to make the dynamical equations or the relationship between the 

state variable and the data to be linear (Oliver et al, 2008), and the need to compute and 

update the estimation of the covariance matrix. These factors make the EnKF a suitable 

method for very large models.  

Similar to the Kalman filter, the EnKF consists of two sequential stages. The EnKF 

starts with an ensemble of Ne initial guesses (usually 40-100 ensembles) which are used 

in a forward model that consists of the dynamical equations in porous media. The second 

step is the data assimilation step where the variables describing the state of the system are 

updated to honor the measurements (Oliver et al, 2008). 
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Fig 5.1— Flow chart of EnKF's implementation (m is the model states and 
parameters, while d represents simulated measurement).  

 

5.2 EnKF Implementation  
In the forecast stage, the reservoir flow/thermal model is used to compute a forward step 

with the current estimation of the state as initial condition. An ensemble of reservoir 

parameters, Ne, is generated for an unknown reservoir parameter, for instance fracture 

half-length. A Monte Carlo simulation is then executed, running the reservoir simulator 

for all Ne values and generating Ne sets of simulated data. In the analysis stage, the 

simulated temperature data is compared with the observed data. This comparison follows 

the EnKF analysis equation and the ensemble of reservoir parameters (e.g. fracture half-

length) is updated. In this way, state and observation predictions for the ensemble of 

model realizations is obtained,  

( )j
tt

j
ttt

j
tt wzxfx 11111 ,, −−−−− =            eNj ,...,1=                                     (5.1) 

Where t.  represents conditioning on observations up to time t ; 1−tz is a vector of known 

(nonrandom) time-dependent boundary conditions and controls (such as flow rate); and 
j

tw 1−  is a vector of random variables that accounts for modeling errors. The function 

( ).,.,.tf  represents the state propagation equation from time t-1 to time t. In this 

application, Eq. 5.1 represents the solution of the coupled mass and energy balance 
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equations that describes the time evolution of pressure and temperature distributions for 

each individual realization j of the ensemble reservoir model parameter.  

To make the initial ensemble of reservoir parameters (e.g. fracture half-length), a 

uniform probability density function (PDF) is used. The augmented state vector for this 

case is of the form,  









= j

j
j

d
m

x ;    [ ]eN
e xxxXNj ⋅⋅⋅=⇒= 21,...,1                                  (5.2) 

where jm  is the reservoir parameter realization and jd  is the observation obtained from 

the simulation using jm . When estimating a single parameter, the reservoir parameter 

realization jm  is a scalar. On the other hand, when executing a joint estimation (e.g. 

fracture half-length and fracture permeability) the realization jm  is a vector. The 

corresponding simulated temperature data is depicted by jd . Its dimension corresponds to 

the number of sample points indicated in the forward model. For instance, if the reservoir 

model has 100 grid blocks along the horizontal well from which temperature values are 

recorded and reported as temperature data, then the dimension of jd is 1100×  . In the 

case of estimating a single parameter the dimension of the state vector jx  would be

1101×  .  

At time steps when temperature data is available, the EnKF analysis equation is 

applied to update the reservoir parameter realizations. After each update, a confirmation 

step is used to derive the future state predictions from the initial time step using the 

updated parameters. We repeat the sequence of prediction and update steps until all 

temperature measurements are integrated. The EnKF analysis equation can be expressed 

as  

( )j
f

jj
f

j
u HxyKxx −+= , ( ) 1−

+= d
Te

X
Te

X CHHCHCK                                  (5.3) 

where K  is the Kalman gain matrix, the subscripts u and f denote updated and forecast 

quantities, and the superscript e indicates ensemble calculated statistics. The notations 
e
XC  and dC  represent the states sample covariance and observation covariance matrices 

respectively. For the case of estimating a single parameter, the measurement matrix 

[ ]1001001100101100 0 ××× = IH  , where 11000 ×  and 100100×I  are zero and identity matrices of the 
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specified dimensions, respectively, acts as a selection operator that extracts the predicted 

temperature components from the augmented state vector. The notation jy  is used to 

represent the jth realization of the perturbed temperature observations. To perturb the 

temperature observations, an uncorrelated realization from a Gaussian random noise, with 

a specified observation covariance matrix dC , is added to the value of the observed 

quantities. The perturbed observations are made as follows:  
jj yy ε+= ;   ( )d

j
e CNNj ,0;,...,1 1100×≈= ε                                           (5.4) 

where y is the true observed temperature data. The states sample covariance e
XC  can be 

computed from the ensemble of state vectors  
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where 
j
fx  is used to denote the ensemble mean of the forecast states, meaning the 

reservoir model property from the previous step and the corresponding temperature 

response forecasts. Finally, the EnKF’s update equation uses the Kalman gain matrix to 

linearly combine the predicted and observed temperature data for each realization.  

 

5.3 Synthetic Examples  
In these examples, the EnKF algorithm is implemented with Ne = 100. To speed up the 

inversion procedure, specifically the Monte Carlo simulation in the forecast step, the 

EnKF is executed using MATLAB’s parallel computing toolbox (MATLAB, 2011). First, 

the fracture half-length and fracture permeability will be estimated individually. Next, 

joint estimation of (1) fracture half-length and fracture permeability and (2) fracture half-

length and EPA (enhanced permeability area) permeability will be executed.    

    For the examples, the true values of the estimated parameters are predefined. In this 

way, the accuracy of the resulting estimations can be evaluated at the end of the 

assimilation stage. The parameters used in the forward model are detailed on Table 5.1. 

Highlighted in red are the true values of the objective parameters.  

The synthetic reservoirs are set to produce only dry gas. In addition, the flowing 

conditions, constant rate and constant BHP, are studied to see the response of the EnKF 

under both production conditions. 
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Table 5.1— Forward model parameters used in EnKF estimation 

 

 
Fig 5.2—Individual estimation of fracture half-length using EnKF (constant BHP, 

t=30 days). True value marked in red. 
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Fig 5.3—Fracture half-length ensemble evolution by integration steps. (Constant 

BHP, t=30 days). 

 

 
Fig 5.4—Individual estimation of fracture permeability using EnKF (constant BHP, 

t=30 days). True value marked in red. 
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Fig 5.5—Fracture permeability ensemble evolution by integration steps. (Constant 

BHP, t=30 days). 
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Fig 5.6—Joint estimation of fracture half-length (top) and fracture permeability 

(bottom) (constant BHP, t=30 days). True values marked in red. 
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Fig 5.7—Joint estimation of fracture half-length (top) and EPA permeability 

(bottom) (constant BHP, t=30 days). True values marked in red. 
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Fig 5.8—Individual estimation of fracture half-length using EnKF (constant rate, 

t=30 days). True value marked in red. 

 

 
Fig 5.9—Fracture half-length ensemble evolution by integration steps. (Constant 

rate, t=30 days). 

 



81 
 

 
Fig 5.10—Individual estimation of fracture permeability using EnKF (constant rate, 

t=30 days). True value marked in red. 

 

 
Fig 5.11—Fracture permeability ensemble evolution by integration steps. (Constant 

rate, t=30 days). 
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Fig 5.12—Joint estimation of fracture half-length (top) and fracture permeability 

(bottom) (constant rate, t=30 days). True values marked in red. 
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Fig 5.13—Joint estimation of fracture half-length (top) and EPA permeability 

(bottom) (constant rate, t=30 days). True values marked in red. 
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Given the synthetic nature of the previous models, the effectiveness of the estimations 

is easily verified by comparing the results with the true values of the objective parameters. 

Fig. 5.2 through Fig. 5.13 show the result of all individual and joint estimations under 

different production conditions. The estimation’s evolution after each integration step is 

also plotted (e.g. Fig. 5.3) in order to illustrate the convergence of all ensembles to the 

true value. Increasing the number of ensembles (from 40 to 100) had a significant 

improvement in the EnKF’s evolution even though higher computational time was 

associated with it. 

    Note that individual estimations are in essence idealistic, since in real scenarios there is 

always more than one unknown parameter. For individual estimations of fracture and 

EPA permeability, the problem tends to be over determined and a solution is reached 

very fast. This should not be confused with EnKF collapse, where the number of 

ensemble members is significantly reduced after the first assimilation step (Baker, 2007).  

Joint estimations, on the other hand, provide a more realistic touch to this exercise 

since it attempts to estimate two parameters simultaneously. For all cases, the spread of 

the ensemble distribution is significantly reduced very early in the process, given the 

sensitivity of the system to the objective parameters. The histograms show how the 

ensemble estimation evolves at each integration step, converging to the true value as time 

progresses. For fracture half-length and EPA permeability joint estimation, the EnKF is 

stopped after 10 days (15 days under constant BHP) given that an acceptable solution is 

reached. All other estimations reach acceptable results after 30 days.  

After seeing encouraging results in the implementation of the EnKF on synthetic 

models, observations are replaced with field data and the forward model is calibrated 

accordingly. Field data interpretation and the history match results are presented. 

 

5.4 Field Data Inversion 
After seeing favorable results on synthetic cases, the proposed method is tested using real 

temperature data provided by a well in the Marcellus shale. First, all provided data is 

interpreted then set up the inverse problem is that will estimate fracture half-length and 

fracture permeability. The true values of these parameters are unknown so the accuracy 
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of the resulting estimations is hard to verify. Nevertheless, acceptable ranges will be 

established based on data obtained from literature and other field examples.  

    First, a wellbore diagram (WBD) is constructed based on the directional drilling report. 

Fig. 5.14 shows the lateral section as to illustrate the elevation differences in horizontal 

part of the well.  

The location of all fracture stages is marked on the WBD. For Well A, there are 14 

stages with four clusters per stage. For modeling purposes, only 14 fractures are 

considered as to illustrate the combined effect of all clusters present in a stage rather than 

the contribution of each cluster. 

 

 
Fig 5.14—WBD with lateral section only. Location of fracture stages are marked 

along wellbore. 

 

    Two pieces of information are needed for the execution of the EnKF: production and 

temperature data. Both data sets need to have been recorded at the same time period in 

order to integrate them in the optimization problem.  

The production data provided for this study corresponds to a time of very early 

production. Production data specifying gas and water inflow rate are specified in Fig. 
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5.15 and Fig. 5.16. Gas inflow data stars from 7/13/2011-8:00 to 7/14/2011-1:15. After 

that time, the well was shut-in. On 7/13/2011-19:00, maintenance service was performed 

and no data was recorded. On the other hand, temperature data is available from 

7/13/2011-21:00 to 7/14/2011-7:00. The time disparity between production and 

temperature data reduces the time of study. As a result, the time interval is shortened to a 

period of four hours, between 7/13/2011-21:00 and 7/14/2011-1:15. 

Based on casing pressure readings shown in Fig. 5.17, it is assumed that the horizontal 

well was producing under constant bottomhole pressure. Furthermore, information from a 

production logging report corroborates this assumption and so the wellbore pressure is set 

to 700 psi. 

 
Fig 5.15—Gas inflow rate. 
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Fig 5.16—Water inflow rate. 

 

 
Fig 5.17—Casing pressure. 

 
The next piece of information is DTS data. The fiber optic cable of the DTS system 

extends from the well’s toe all the way back to surface facilities. The vertical section of 

the well is identified by spotting the geothermal gradient’s linear behavior (Fig. 5.18). In 

this way, DTS data is correlated to the WBD. Fig. 5.19 illustrates a snapshot of a 

temperature profile with the wellbore trajectory superimposed on the secondary axis. A 

quick glance at Fig. 5.19 reveals the sharp temperature drop experienced at the location 
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of the induced hydraulic fractures. Matching the hydraulic fracture location with the 

correct temperature data point affects the evolution of the EnKF’s estimation in the data 

assimilation stage. For this reason, the appropriate selection of observation points is 

critical for the successful execution of the EnKF. 
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Fig 5.18—DTS data of Well A.  

 
Fig 5.19—Plot of wellbore trajectory (horizontal section only) on DTS profile.  

 
At this point, it is important to recall that the closest parameter to the wellbore 

temperature, wT , is the temperature at the wellbore-reservoir contact, also known as the 

arriving temperature, iT  . These are equal to each other only at the fracture nearest to the 

well’s toe given that mixing effects inside the wellbore are not considered at this location. 

As a result, the history match is narrowed down to data corresponding to Stage No.1 only, 
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which will be the only stage opened to flow. Production data corresponding to Stage No.1 

specifies that this stage is responsible for 3.5% of the total surface flow. Fig. 5.20 shows 

a visual representation of the horizontal well in the rectangular-shaped reservoir used in 

this forward model. 

 

Table 5.2— Forward model parameters used in EnKF estimation. 
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Fig 5.20 —Rectangular shaped reservoir with horizontal well and induced hydraulic 

fractures. 

    For this implementation of the EnKF, the parameters used as observation is not the 

well’s temperature profile (as was the case on all synthetic examples) but rather the 

temperature difference at the fracture location. Fig. 5.21 illustrates this concept. By doing 

this, inaccuracies in the determination of initial conditions and geothermal gradient are 

avoided.  

For this case, a joint estimation of fracture half-length and fracture permeability is 

preferred as to show the capabilities of the EnKF when handling more than one objective 

parameter and also to maximize computational time. As mentioned before, true values of 

model parameters are unknown so it is hard to verify the accuracy of the estimations. 

Nevertheless, a range of validity is established based on relevant literature information 

and other field examples.  
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Fig 5.21—Difference between temperature at gas inflow location and temperature at 

end of Stage 1.  T∆  serves as observation in the execution of the EnKF. 

 



93 
 

 
Fig 5.22—Estimation of fracture half-length after 17 integration steps (4 hours). 
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Fig 5.23—Estimation of fracture permeability after 17 integration steps (4 hours). 
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Fig 5.24—Fracture half-length ensemble evolution by integration steps. (Field case). 

 

 
Fig 5.25—Fracture permeability ensemble evolution by integration steps. (Field 

case). 
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Fig 5.26—Temperature difference of EnKF forecasts (red) and field data (black). 

 

 
Fig 5.27— Production performance of EnKF forecasts (red) and field data (black). 
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    For the type of proppant mesh used in Well A (80-100, 30-50 mesh) fracture 

conductivity values (at closure stress levels of 3,000-3,500 psi) range between 100 md-ft 

- 1000 md-ft according to different laboratory studies (Zhang et al, 2013). When setting 

up the inverse problem, fracture width is assumed to be known and is defined in the 

construction of the LGR scheme. With a gridblock size of 10 ft in the X direction, the 

fracture width has a value of 0.33 ft. Fracture permeability values are calibrated in such 

way that fracture conductivity values are preserved. In this way, the fracture permeability 

range of validity is between 300 md -3000 md.  

Estimations of fracture half-length and permeability are shown in Fig. 5.22 and Fig. 

5.23. Fig. 5.24 and Fig. 5.25 show the evolution of fracture half-length and permeability 

ensemble evolution at each integration step. For both parameters, the solution does not 

converge to a single value but rather to a set of values. In synthetic cases, despite 

converging to a single value, the final solution was in essence still a PDF where the true 

value had the highest frequency (e.g. 100). For the field case, given that the estimation 

has undergone a short period of assimilation time, a high spread of the estimations is 

observed. This spread is expected to decrease if more integration steps were to be 

executed. 

    History matching the forecast of the resulting estimations to the true DTS and 

production data is another way to test the accuracy of the EnKF’s results. Fig. 5.26 and 

Fig. 5.27 show the temperature and production forecast of all ensembles at each 

integration step. Indeed, as time progresses and data are assimilated, the forecast of the 

ensembles approaches the true field observation.  

In the end, both parameter estimations fell within the previously established limits, 

however; fracture half-length’s final estimation has less spread in comparison to fracture 

permeability. Additional monitoring time may change this situation and allow the 

permeability to reduce its spread and further approach the true value. History matching 

results also showed positive signs, as the simulated forecasts from the final ensembles 

approached the field data points. Once again, additional time may reduce the difference 

between the observed and the simulated forecast. 
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5.5 Section Summary 
    In this section, we demonstrated how to implement the EnKF in the characterization of 

HFT using DTS data. Different case studies along with a sensitivity analysis were set up 

in order to analyze the reservoir’s thermal response to different fracture parameters. It 

was shown that the reservoir’s temperature response is sensitive to fracture half-length 

and EPA permeability.  

    Synthetic examples showed encouraging results in implementing the EnKF for 

individual and joint estimation of fracture parameters after only 30 days of production. 

Due to the computational expense of the EnKF’s forecast step (e.g. Monte carlo 

simulation), higher computation capabilities are required for faster results. In addition, 

prolonged times are needed to allow the EnKF to evolve and converge to more accurate 

final estimations. This may represent an issue for real-time monitoring applications. As a 

result, the EnKF may not be suitable for real-time characterization of HFT.  

Next, the implementation of the EnKF on field data showed accepted results as the 

estimations fell under a range of values that agreed with information from relevant 

literature. For the field case, the conductivity induced by the network of fractures (e.g. 

EPA) was not estimated. Reservoir temperature is very sensitive to this parameter since it 

is closely linked to the pressure variations felt around the primary fractures. Because of 

this, a more robust model capable of accurately capturing this effect is strongly suggested. 

    In addition, prior knowledge of fracture parameter values is necessary for a more 

rigorous examination of the EnKF’s performance. Integration of seismic information is 

suggested for fracture half-length estimations either as an observation in the EnKF or to 

test the accuracy of the resulting estimation. Furthermore, a thermal wellbore model is 

needed to consider in order to optimally use field DTS data. In this way, the simulated 

parameter would be the same, thus reducing modeling errors.  

The flexibility of the EnKF at integrating additional data sources is one of the main 

advantages of this technique in addition to its gradient free implementation. This study 

has successfully shown its flexibility at executing and its effectiveness at accurately 

estimating fracture parameters using a combination of production and temperature data. 

The EnKF therefore represents a potential use for interpretation of DTS data, along with 

automatic history matching. 
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6 Field Test and Development of Design Software 
Instead of the synthetic examples, the field cases would have more complicate situations. 

The wellbore trajectory variation would have significant influence on geothermal 

temperature thus affect the accuracy of wellbore fluid temperature interpretation. The 

trajectory would also cause water sump happens in small sections which masks the gas 

entries from the measured temperature data. The existence of gas condensate demands 

the consideration of heat transfer caused by phase change. By applying the simplified 

model and comparing with the measured data, we illustrate how the model works for 

practical cases, what is the problem we are facing and how to deal with them, and most 

importantly, how much accuracy we could obtain, and how to improve that.  

 

6.1 Field Application of the New Diagnosis Method 
We apply the coupled semi-analytical models to interpret temperature data acquired from 

two multi-stage fractured horizontal wells in Eagle Ford. The details are presented below. 

6.1.1 Well EF 1   

Well EF-1 is a gas well producing 1600 Mscf/d after hydraulic fracture treatment. The 

water production is 160 stb/d and surface GOR is about 9000-10000 scf/stb. Since the 

well is producing under dew point pressure, there exists retrograde liquid inside the 

wellbore, which is less than 10% of total volume according to PVT data. The model 

neglects the heat transfer caused by phase change. It assumes single phase gas flow along 

the wellbore for simplicity, and the heat conductivity used in interpretation is an average 

value based on GOR and water cut. This assumption is reasonable when the total volume 

of liquid produced is relatively low. Our goal is to interpret flow profile by matching the 

temperature. We assume all parameters are fixed; the only parameter we changed to 

obtain the match is an equivalent fracture length that yields the flow capacity from a 

fracture when multiplied by fracture conductivity. The fixed parameters used in the 

interpretation are shown in Table 6.1. 
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Table 6.1— Input data in Well EF-1 field case. 

Formation Fracture/Wellbore 

Permeability (nD) 583 Fracture spacing (ft) 77 

Porosity (%) 4.2 Fracture width (in) 0.24 

Pore pressure (psi) 4630 Fracture porosity (%) 25 

Reservoir Compressibility 

(1/psi) 1.68E-04 

Fracture permeability 

(md) 1250 

Gas specific gravity 0.56 Wellbore pressure (psi) 2860 

 
The fracture treatment for Well EF-1 has 15 stages along the horizontal section. 

Each stage has 4 perforation clusters and the perforation spacing is 75 ft. The trajectory 

of horizontal section is shown in Fig. 6.1 and we also marked the perforations along the 

wellbore (the dots). The temperature log has four passes, two up passes and two down 

passes. The average temperature data from all four passes by PLT is used in 

interpretation, as shown in Fig. 6.2. When the well was put back on production, gas 

production started about 15 days after flowback, and temperature logging was run about 

three months after the well was on production. At that time, the water cut became stable 

and the volumetric fraction is small (<2%), so we assumed single phase gas flow in the 

interpretation.   

When a gas enters a wellbore, the Joule-Thomson cooling effect causes temperature 

drop at the location of entry. Based on this, we can initially identify the possible fracture 

locations. For perforated and fractured horizontal well, the fractures is more likely been 

generated at the perforation locations. In this example, we assumed initially the fracturing 

treatment generated fractures every 77 ft (75 ft spacing plus 2 ft of perforation zone) 

along the horizontal well according to perforation design. 
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Fig 6.1— Wellbore trajectory and designed perforation location for Well EF-1. 

 

 

Fig 6.2— PLT data sets for Well EF-1. 
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Figure 6.3 shows the geothermal temperature along horizontal wellbore, the simulated 

result and the measured data. Because the well is toe-up (Fig. 6.1), the geothermal 

temperature is higher at the heel. The geothermal temperature difference between the toe 

and the heel is about 1.4 ̊F. Since temperature change caused by the Joule-Thomson 

effect is usually smaller than 1 ̊F, accurate estimation of geothermal temperature is 

crucial and should be calibrated carefully before interpreting temperature data. From Fig. 

6.3, each sharp-decrease of temperature corresponding to a fracture. The larger the 

temperature drop, the higher the flow rate into the wellbore from the fracture. This is the 

theoretical based of interpretation. For same flow rate, the temperature drop at the toe is 

higher than the drop at the heel. This is because after the fluid enters the wellbore, the 

upstream fluid inside the wellbore with higher temperature will warm the inflow stream 

up. At the toe, there is no upstream fluid. Thus a higher temperature drop at the toe does 

not necessarily mean a higher flow rate. As the wellbore fluid flows towards the heel, the 

total flow rate increases, and the contribution of the fluid from the fracture become 

smaller while the upstream wellbore fluid has stronger influence on the mixing 

temperature. As the cooling effect is masked by the wellbore flow, the wellbore 

temperature change becomes smaller toward the heel. It should point out that the mixing 

procedure takes some distance to stabilize, but the model assumes an instantaneous 

equilibrium which causes the wellbore temperature to change sharply at fracture locations 

(Fig. 6.3). Since the dada is measured by PLT, the movement of the tools used to 

measure temperature data inside wellbore also cause some thermal dispersion effect 

which makes the measured data smoother. 
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Fig 6.3—Simulated and measured temperature data match for Well EF-1. 

The temperature continuously increases from 1753 ft to 1984 ft corresponding to one 

hydraulic fracture stage. This means no gas production in this section, and the fracture is 

not generated at this stage. The same thing happens between 1444 ft and 1598 ft. If there 

is slowly minor temperature drop in a section instead of sharply drop, it could mean that 

small fracture mesh might be generated instead of one primary fracture. This 

phenomenon usually happens when there is no perforation before hydraulic fracture 

treatment or depending on rock properties. 

Figure 6.4 shows an enlarged section of measured and calculated temperature against 

the perforation. From Fig. 6.4 we can see clearly how the temperature changes 

corresponding to the perforation locations. Each temperature change of increasing and 

then decreasing (generating a temperature peak) indicates an existing fracture. The 

magnitude of the peak indicates the size of the fracture. Large fractures could happen at 

2200 ft and 2760 ft, and it is also possible that at the location of the measured depth from 

2291 ft to 2370 ft, there is no fracture generated. The wellbore fluid temperature 

continues increasing over this section because of the heat conduction between the 

wellbore fluid and the outside formation. 
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Fig 6.4— Compare a portion of perforation design with temperature data. 

Using the thermal model developed, we can estimate the flow rate distribution along 

horizontal wellbore. Fig. 6.5 shows that the flow rate calculated from the temperature 

model increase continuously from 3224 ft to the heel. The increase slope is relatively flat 

from 1521 ft to 1829 ft, indicating several fractures have failed to propagate in this 

section. The result is compared with the flow distribution from other methods, including 

using spinner meter interpretation (Liao, et al., 2013), and commercial software of Plato 

and Emeraude (KAPPA, Inc.). Plato is only temperature data interpretation. In Emeraude, 

it can run both spinner and temperature data interpretation. The spinner measurement and 

interpretation is highly influenced by the wellbore flow regime, which causes more 

uncertainty in gas flow. The temperature interpretation is straightforward: as long as there 

is temperature drop along wellbore (Joule-Thomson cooling for gas well), there is fluid 

entering into the wellbore. Combined with other tools method, the temperature 

interpretation helps to reduce the uncertainty of the flow profile. The Emeraude result 

summarizes the flow rate from stage 1 to 10 as a whole, and from stage 11 to 15 it shows 

the closest agreement with temperature interpretation. Table 6.2 lists the numerical 

results of the interpretation with all methods. 
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Fig 6.5—Well EF-1 flow rate estimation along horizontal wellbore compare with 
other methods. 

 
Table 6.2—Well EF-1 flow rate estimation by different methods. 

Depth from 
landing 
point 

Stage Spinner Plato Emeraude Temperature 
model 

ft   Mscf/d % Mscf/d % Mscf/d % Mscf/d % 
3061-4858 1-6 491 30.69 461 27.69 

732 44.39 

449 28.05 
2753-3061 7 0 0 90.88 5.68 
2445-2753 8 0 0 154 9.25 100.5 6.28 
2137-2445 9 0 0 356 21.38 91.84 5.74 
1829-2137 10 314 19.63 0 0 104.9 6.55 
1521-1829 11 166 10.38 0 0 279 16.92 60.73 3.79 
1213-1521 12 185 11.56 131 7.87 94 5.70 88.53 5.53 
905-1213 13 148 9.25 455 27.33 163 9.88 204.07 12.75 
597-905 14 74 4.63 0 0 99 6.00 207.66 12.97 
289-597 15 222 13.88 108 6.49 282 17.10 202.67 12.66 

  Total 1600 100 1665 100 1649 100 1600.78 100.00 
  

The flow rate distribution is shown in Fig. 6.6. The fracture numbering start from the 

toe to the heel. We only have the temperature data from stage 7 to 15, corresponding 

fracture number 25 to 60, and that is the result presented in this paper. If there are 
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additional information about fracture half-length distribution (from fracture propagation 

model based on injection or from microseismic information), this flow rate can be further 

interpreted to fracture conductivity. On the other hand, if assume that fracture 

conductivity is relatively constant for each fracture, we also can calculate the half-length 

of each fracture. This interpreted half-length can be compared with the fracture model 

prediction or microseismic data to better evaluate the created fractures. Further 

investigation is needed to isolate the effect of specific parameters if the temperature 

transient behavior is sensitive to the parameter. 

 

 

Fig 6.6— Flow profile for Well EF-1 from stage 7 to 15.  

 

6.1.2 Well EF-2 

Well EF-2 is a gas well that produces 1700 Mscf/d at the time of production logging. The 

water rate is 60 stb/d and the oil rate is 125 stb/d. Similar with Well EF-1, there is gas 

condensate in the wellbore. Since the Joule-Thomson effect of the oil and water is quiet 

small compared with gas phase, and also well EF-2 only produce a small amount of water 

and gas condensate, the single phase model was applied to the interpretation. The fluid 

heat conductivity as a volume-averaged value. The wellbore trajectory and perforation 
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distribution are shown in Fig. 6.7. Notice that the wellbore was generally toe up, with a 

toe-down section around 3500 ft measured depth, and a sump at the location around 4500 

ft measured depth, from the landing point. This can cause difficulty for PLT 

interpretation for a two phase flow well. There are six sets of production logging data 

(three up passes and three down passes) acquired during operation, as shown in Fig. 6.8. 

The average temperature is used to interpret flow profile. 
 

 
 

Fig 6.7— Wellbore trajectory and designed perforation location for Well EF-2. 
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Fig 6.8— PLT data sets for Well EF-2. 

 
Figure 6.9 shows the geothermal temperature, the observed temperature from PLT, 

and the matched temperature results from the temperature model. Notice that towards the 

toe, there is a sharp temperature change. The measured temperature is higher than the 

predicted geothermal temperature and dropped quickly within stage 1 to below the 

geothermal temperature. Towards the toe, there are two phenomena happen; the end of 

the tool traveling may generate some temperature disturbing and well trajectory change 

(sump) will also contribute to the temperature change. The model does not consider the 

effect of the tool traveling towards the toe, but does include the trajectory/geothermal 

effect. To avoid the uncertainty caused by the tool traveling effect we started the 

interpretation from the point which has the temperature close to or lower than the 

geothermal temperature (4300 ft from the landing point). The large cooling effect may 

also be caused by a large fracture/more production at the location.it is believed that the 

wellbore fluid may flow backwards here because of the sump, water accumulation 

happens according to the logging analysis by the spinner array tool (Liao, et al., 2013). 

Combining all effects, the interpretation shows a relatively higher production at fracture 

5, which is in stage 2 (Fig. 6.10). 
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The measured data near the heel is smooth but we can still observe small drops at 

fracture locations. Because the temperature keep decreasing towards the heel while the 

geothermal temperature is relatively flat in this case, it indicates a continuous gas inflow 

happening along the wellbore if the water inflow temperature is close to geothermal 

temperature (reasonable assumption). The heat conduction from formation is not enough 

to warm up the wellbore fluid, so the overall trend is downward. 
 

 
 

Fig 6.9—Simulated and measured temperature data match for Well EF-2. 
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Fig 6.10‒Flow profile for Well EF-2. 

 

The flow rate interpretation results by the developed temperature model and by the 

commercial software Emeraude are shown in Fig. 6.11. The results are overall consistent. 

The significant discrepancy happens at around 1000 ft and around 3500 ft. These are the 

two locations that the well trajectory has a down-slope. Because of the small bump at the 

location of around 1000 ft depth from the landing point, the interpretation by the PLT 

spinner becomes difficult, Emeraude used the temperature derivative for the detection of 

gas entry, but the existence of water sump may mask the effect of gas inflow and lead to 

a different interpretation as shown in Fig. 6.11.  The temperature model can still detect 

gas expansion, showing gas inflow at both locations. Table 6.3 lists the numerical results 

of the interpretation from different methods. 

The temperature interpretation method for fracture diagnosis has bigger advantage 

when the temperature is measured outside the producing liners by DTS than inside the 

wellbore by either DTS or PLT. The interpretation in such a case is less dependent on 

complex flow behavior caused by wellbore trajectory.   
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Fig 6.11—Well EF-2 flow rate estimation along horizontal wellbore compare with 
other methods. 

 
Table 6.3—Well EF-2 flow rate estimation by different methods. 

Depth from 
landing point Stage Emeraude Temperature 

Model 
ft   Mscf/d % Mscf/d % 

4624-4355 1 10 0.65 65.76 3.84 
4355-4047 2 1.2 0.08 78.57 4.59 
4047-3739 3 0.2 0.01 75.83 4.43 
3739-3431 4 0.4 0.03 0.00 0.00 
3431-3117 5 13.1 0.85 95.85 5.60 
3117-2815 6 437.5 28.27 144.24 8.43 
2815-2507 7 42.3 2.73 149.62 8.75 
2507-2199 8 11.5 0.74 113.57 6.64 
2199-1886 9 20.2 1.31 38.23 2.23 
1886-1583 10 171.6 11.09 154.30 9.02 
1583-1275 11 51.4 3.32 154.98 9.06 
1275-967 12 7.6 0.49 155.87 9.11 
967-659 13 367.2 23.73 158.69 9.28 
659-351 14 227.4 14.69 161.19 9.42 
351-43 15 186 12.02 163.93 9.58 

  Total 1547.6 100 1710.6 100 
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6.2 Software Development 
In the above sections, we introduced the fracture treatment modeling, the flow/thermal 

modeling during production, and the inverse method that could be used for fracture 

diagnosis. For all these models, in-depth study and more field data need to be tested and 

thus improve the models. Here based on the current work, we developed a user-friendly 

interface for the coupled flow/thermal model during production, which can be used easily 

to generate a case or conduct a field data matching and estimate the flow rate distribution 

from fractures. 

The interface is implemented in the excel spreadsheet.  To start the interface program, 

the first page shows a brief work flow how the fracture/formation/wellbore coupled 

model would get the temperature profile along a fractured horizontal well, which we 

already discussed the details in chapter 4 (Fig. 6.12). The whole model is a forward 

model that we could use to generate synthetic cases. Since many variables would 

influence the wellbore fluid temperature behavior, and we could not separate these 

parameters until now, the user could change fracture half-length or fracture conductivity 

or any other variables to see how the wellbore fluid temperature would be influenced by 

these parameters. Usually we change the fracture half-lengths to match the field data 

because the sensitivity study shows a strong function between fracture half-length and 

fluid arriving temperature at the wellbore from fractures. Based on the field data 

matching, we could obtain the flow profile along the wellbore and an estimation of the 

fracture geometry. These estimation results could help us to reduce the uncertainties of 

the production profile along wellbore and fracture properties when combined with other 

test methods. Thus we could improve the fracture treatment design. 

The instruction of how to run the software is as following: 

First when the user click the “Forward Model” button, the interface would jump to the 

“Introduction” section (Fig. 6.13). In this section we introduced the models’ geometry 

and discretization. Then click the “START Input Data >>” and enter the parameters step 

by step. 

The input data contains wellbore parameters, fracture and formation parameters, fluid 

and rock properties and grid discretization (from Fig. 6.14 to Fig. 6.17). After finish all 
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the input, click “Run” button and the simulator would start the main program written in c 

language to run the case, a window will show up in the screen.  

     When the main program finish the calculation, the window will close automatically. 

At this moment, the output results are in .txt files which in the same folder with the .exe 

file. So the user need to move to the next “file information” section and input the paths of 

output files. Then click “read data”, the simulation results will be uploaded to following 

excel spreadsheets.    

 

 
Fig 6.12—Cover page in software interface. 



114 
 

 

 
Fig 6.13—Introduction in software interface. 
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Fig 6.14—Wellbore input interface. 

 

 
Fig 6.15—Fracture and formation input interface. 
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Fig 6.16—Fluid and rock properties input interface. 

 

 
Fig 6.17—Wellbore and fracture discretization interface. 

 

The output results include: 

1. The wellbore fluid temperature along wellbore at certain production day 

starting from the landing point (Fig. 6.18). 

2. The flow profile along the horizontal wellbore (Fig. 6.19). The flow rate near 

the toe can be given as a non-zero estimation value in case the temperature data 

is missing from a certain point to the toe.  
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Fig 6.18—Fluid temperature distribution along the horizontal wellbore. 

 

 
Fig 6.19—The flow profile along the horizontal wellbore. 
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7 Summary and Conclusion 
In this systematic study, we established transient fracture/formation thermal models for 

both fracture treatment period and long-term production period. The purpose of this 

research is to diagnose the efficiency of hydraulic fracture stimulation by downhole 

temperature measurements (production logging tools or fiber-optic sensors).  

In the fracture treatment modeling part, first a fracture propagation model is derived 

for a penny-shaped fracture to simulate the fracture growth with injection time 

considering the fluid leak-off into the formation, then the energy balance equations are 

specified in the fracture and the formation in a discretized gridding system. The synthetic 

cases show that the fracture growth gradually with injection time, and the sandface 

temperature is mainly dominated by the heat convection from the fracturing fluid. The 

leak-off coefficient is critical for the fracture length thus influence the temperature 

distribution along the fracture, for larger leak-off coefficient, the fracture length is shorter 

so the cooling caused by injection is in a shorter distance. 

During the long-term production period, the fluid temperature difference along the 

horizontal wellbore is quite small, and the geothermal temperature would influence the 

temperature behavior. Both 2D semi-analytical model and fully numerical model are 

established in this study to simulate the transient temperature behavior. The semi-

analytical model has the advantage of computational efficiency and easy to handle the 

non-uniform geothermal temperature along the wellbore, while fully numerical 

simulation could consider the formation heterogeneity and the fracture network. The 

thermal model calculates the heat transfer in the fracture/formation/wellbore system 

considering subtle temperature changes caused by heat convection, heat conduction, the 

Joule-Thomson cooling effect and viscous dissipation. Synthetic examples are illustrated 

to investigate the transient temperature behavior under different boundary constraints. 

The mechanisms for the temperature variation are discussed in detail. For gas wells with 

the constant bottomhole pressure constraint, the flow rate decline with production time 

would be the key which makes the fluid temperature from fractures increases gradually at 

the wellbore. The fracture properties such as conductivity and effective half-length would 

have significant influence on the transient pressure, combined with other fracture 
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diagnosis technologies, this modeling work would help us to reduce the uncertainty of the 

key parameters, but cannot determine them only based on temperature modeling until 

now. 

We apply the semi-analytical model to the field data and demonstrate the feasibility of 

using temperature data to diagnose fractured well performance during production time. 

We estimate the flow rate distribution and compare it with the flow profile interpreted by 

PLT measurements (spinner meter) and commercial software. The temperature method 

shows a more continuous flow distribution, since it is less influenced by the flow pattern 

in the wellbore.  Based on the flow rate distribution, we could diagnose the hydraulic 

fracture stimulation efficiency along the wellbore, thus helps the refrac design. 

The Ensemble Kalman filter (EnKF) method is adopted in this study try to inverse the 

fracture parameters from the thermal model. Both synthetic and field cases are shown to 

illustrate the feasibility of this method. It has shown the estimation of fracture parameters 

using a combination of production and temperature data. The EnKF therefore represents a 

potential use for interpretation of temperature data, the efficiency and accuracy still need 

to be improved. 
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8 Nomenclature 

tc  = total compressibility, 1/Psi 

pĈ  = specific heat capacity, J/(kg*K) 

f  = friction factor 

g  = gravity acceleration, m/s2 

KJT  =   Joule-Thomson coefficient, K/Pa 

k  = reservoir permeability, md, m2 

krj = relative permeability of phase j 

fk  = fracture permeability, md, m2 

ip  = initial pressure, psi, pa 

wfp  = wellbore pressure, psi, pa 

q  = surface flow rate, Mscf/d 

fx  = fracture half length, ft, m 

Np = number of existing phase, dimensionless 

pj = pressure of phase j,  psi 

rw = well radius, ft 

re =  effective wellbore radius, ft 

   R  = wellbore inner radius, ft 

    Sj  = saturation of phase j 

    t  = time, s 

T = temperature, °F 

θ = wellbore inclination, rad 

    µ  = viscosity, cp 

    H  = enthalpy, J/kg 
uj = Darcy velocity of phase j for reservoir model, m/s  

U    =  internal energy, J/kg 

v     =  velocity vector, m/s 

x     =  vertical coordinate parallel to transverse fracture 

z     =  horizontal coordinate parallel to horizontal wellbore  
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φ   = porosity 

β     =  thermal expansion coefficient, 1/K 

ρ  =  density, kg/m3 

γ     =  pipe open ratio 

 

Subscripts 

c     = casing 

    F  = fracture 

   I    = inflow 

j  = phase 

O   = outer formation 

s     = solid or rock 

wf   = wellbore flowing property 
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